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Abstract

The synthesis of lip movements is an important problem for a socially interactive agent (SIA). It is important to generate lip movements that are synchronized with speech and have realistic co-articulation. We hypothesize that combining lexical information (i.e., sequence of phonemes) and acoustic features can lead not only to models that generate the correct lip movements matching the articulatory movements, but also to trajectories that are well synchronized with the speech emphasis and emotional content. This work presents attention-based frameworks that use acoustic and lexical information to enhance the synthesis of lip movements. The lexical information is obtained from automatic speech recognition (ASR) transcriptions, broadening the range of applications of the proposed solution. We propose models based on conditional generative adversarial networks (CGAN) with self-modality attention and cross-modalities attention mechanisms. These models allow us to understand which frames are considered more in the generation of lip movements. We animate the synthesized lip movements using blendshapes. These animations are used to compare our proposed multimodal models with alternative methods, including unimodal models implemented with either text or acoustic features. We rely on subjective metrics using perceptual evaluations and an objective metric based on the LipSync model. The results show that our proposed models with attention mechanisms are preferred over the baselines on the perception of naturalness. The addition of cross-modality attentions and self-modality attentions has a significant positive impact on the
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performance of the generated sequences. We observe that lexical information provides valuable information even when the transcriptions are not perfect. The improved performance observed by the multimodal system confirms the complementary information provided by the speech and text modalities.
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1. Introduction

Effective modeling of socially interactive agents (SIAs) require an authentic display of human-like behaviors to ensure strong user engagement. Advances in generating realistic behaviors can impact applications for movie productions, video games, and human-computer interaction (HCI) systems. Gestures, postures, and facial movements are key to create convincing animations that mimic human behaviors (Pelachaud et al., 2021). A method used to generate animations requires the mapping of movements performed by actors, which are transferred to the animated characters (Stone et al., 2004; Williams, 1990; Rizzo et al., 2004; Kipp et al., 2007; Neff et al., 2008). Another way to produce animations is with artists, who manually create the required movements. Although effective, these animation methods are time-consuming. An important research topic is to explore methods that can generate human-like animations with ease to alleviate this problem. Several studies have proposed to generate gestures using speech and text (Sadoughi and Busso, 2015; Ferstl and McDonnell, 2018; Zhou et al., 2018a; Ahuja et al., 2019; Ferstl et al., 2019; Sadoughi and Busso, 2019; Ahuja et al., 2020; Ferstl et al., 2020; Kucherenko et al., 2020, 2021). In the case of facial animation, previous studies have focused on the entire face (Lee et al., 1995; Deng et al., 2006b,a; Cao et al., 2013; Edwards et al., 2016; Karras et al., 2017; Zhou et al., 2018b; Richard et al., 2021a) or just the orofacial area (Brand, 1999; Luo et al., 2014; Fan et al., 2016; Pham et al., 2017; Suwajanakorn et al., 2017; Sadoughi and Busso, 2018b). A challenging aspect of generating facial animations is to model lip movements, since it is not acceptable to have a talking-head with a mismatch between the audio and lip movements. Therefore, over the years, different methods have been developed to create lip animations based on a combination of acoustic, text, and facial features. Early works used hidden Markov models (HMM) or Gaussian mixture
models (GMM) to create lip synthesis animation (Brand, 1999; Luo et al., 2014). Advancements in deep learning have brought a breakthrough in this research field with methods such as the use of blendshapes for synthesizing lip movements (Pham et al., 2017, 2018), and the generation of lip synthesis without phoneme shapes to create articulations (Taylor et al., 2017; Chen et al., 2018a). Despite these advancements, the creation of convincing lip movements for facial animations is still a challenge.

This study proposes multimodal models with self-attention and cross-attention mechanisms that aim to synthesize realistic, natural lip movements from acoustic and text features. Our approach starts with generative adversarial networks (GANs), which have the ability to generate realistic movements using the adversary-based architecture formed by a generator and a discriminator. In our formulation, the generator creates the lip movements, which are judged by the discriminator. The discriminator detects if the movements are real or fake. This formulation is improved by adding a condition as an input, creating a conditional generative adversarial network (CGAN), which helps the model to contextualize the generated movements. We propose to constrain the CGAN architecture with modalities that are relevant to lip articulation: text and speech. Text defines the sequence of phonemes to be generated, improving the selection of correct movements. We do not assume that text is available. Instead, we rely on transcriptions generated by an automatic speech recognition (ASR) system, making our implementation feasible for a broader range of SIA applications. Speech conveys the emphasis in the message, correcting the synchronization problems from the text selection. It also introduces emotional nuances that make the model more natural. We propose a CGAN per modality, constrained by either text or speech. The two CGANs are pretrained by generating lip movements exclusively with the underlying modality. We fuse the unimodal CGANs with two alternative attention-based solutions: self-attention and cross-attention mechanisms. Self-attention mechanism determines the relevant temporal information within a modality, while the cross-attention mechanism assesses which temporal information is important by considering the two modalities. Therefore, we can observe the influence of one modality on the other. The addition of the attention mechanisms not only improves the fusion of the modalities, but also allows us to study the effect of individual modalities on the lip movement generation. We visualize the generated movements using a novel approach based on blendshapes created just with lip landmarks. We map the facial landmarks of interest to the blendshape meshes. Then, we
use an affine transformation to project the 3D points of interest into the 2D space of the facial landmarks. Finally, we compute the contribution of each blendshape to the lip movements using non-negative least square and principal component analysis (PCA). We create the animations by combining the blendshapes.

We assess the performance of our proposed attention-based models by comparing them with several unimodal baselines trained using only speech or text features. We implement these unimodal systems with either CGAN or bidirectional long-short term memory (BLSTM) layers. We also compared our attention-based approaches with multimodal systems implemented with CGAN and BLSTM. The multimodal CGAN baseline concatenates the representations of pre-trained CGANs conditioned by each modality without an attention mechanism. The multimodal BLSTM baseline also fuses the unimodal BLSTM representations combining acoustic and text features. We measure performance with subjective and objective evaluations, assessing the naturalness of the animated lip movements using blendshapes. We use indirect and direct comparisons to determine the best models. The indirect evaluations measure the naturalness of the animations using a 10-point Likert scale. The proposed CGANs models with attention mechanisms obtain the highest scores (5.79 for self-attention and 5.74 for cross-attention). These scores are even higher than the score provided for animations generated with the original lip sequences (5.43). The direct evaluations compare two videos generated by alternative methods. The results show that our proposed CGANs with attention mechanisms were preferred over the other models. Fusing the CGANs with self-attention and cross-attention mechanisms leads to similar performance, indicating that both of these proposed models are competitive for this task. Overall, the main contributions of this paper are:

- We propose systematic frameworks based on CGANs and alternative attention mechanisms that fuses speech and lexical information to synthesize lip movements.
- We train the text and speech-text models using ASR transcripts, which are not as accurate as human transcriptions. We obtain promising results, showing the robustness of our method.
- We propose a method to generate an animation based on blendshapes using only lip landmarks.
This paper is organized as follows: Section 2 presents previous studies related to this paper. Section 3 introduces the proposed CGAN models implemented with attention mechanisms. It also provides the methodology used to create the 3D animations with blendshapes. Section 5 shows the experimental results obtained with our methodology. Finally, Section 6 summarizes our study, describing future research directions in this area.

2. Related Work

Synthesis of lip movements is an important problem that has been broadly studied in recent years. Data driven models for the generation of other behaviors such as head motion have achieved incredible results (Sadoughi and Busso, 2019; Sadoughi et al., 2017; Sadoughi and Busso, 2018b; Busso et al., 2007), suggesting that similar approaches can be used for synthesizing lip movements. The challenge in generating lip motion is the tight synchronization needed between the configuration of the lips and the targeted lexical content. Even small errors can greatly affect the perception of naturalness in the animations. Recently, approaches have focused on the synthesis of lip movements using deep learning solutions. These methods are based on speech and/or text to synthesize realistic trajectories for lip movements. This section reviews recent advances in this area.

2.1. Lip Movements Driven by Speech Features

Suwajanakorn et al. (2017) proposed a method for lip synthesis based on long-short term memory (LSTM) for a single speaker. In this work, the generation of 18 lip landmarks relies on 25 Mel frequency cepstral coefficients (MFCCs). Sadoughi and Busso (2017) proposed a system to generate facial movements, including lip movements using BLSTM layers. The system takes as inputs MFCCs, which are related to the orofacial area of the face (Busso and Narayanan, 2007), and low-level descriptors (LLDs) from the extended Geneva minimalistic acoustic parameter set (eGeMAPS) (Eyben et al., 2016). The eGeMAPS features are commonly used for emotion-related recognition problems. These features were expected to provide complementary information about the underlying emotion in the sentence. Karras et al. (2017) proposed an end-to-end system, which generates a 3D facial mesh from raw audio. The end-to-end system is composed of convolutional neural networks (CNNs) and is divided into three parts: feature extraction, co-articulation parameters, and generation of the vertex position for the 3D
mesh. This approach not only generates lip motion but also adds an emotional component to the animated mesh. Other approaches have focused on generating a more realistic talking-head with the inclusion of emotions. Pham et al. (2018) proposed a new end-to-end system trained using a spectrogram. This approach is based on CNNs, adding the temporal modeling with a recurrent neural network (RNN). The output of this system corresponds to the weights of the shapes to synthesize the animations. Sadoughi and Busso (2018a) hypothesized that emotion and co-articulation are related. For this reason, they proposed two multitask models, which have as a primary task the prediction of lip movements. The first model received as input MFCCs and eGeMAPS features, which were fused and used to predict lip movements, triviseme, and emotion. The second model received as input MFCC features, which are conditioned by the emotion prediction from a separate model using as input the eGeMAPS features. The second model predicted lip movements and triviseme. Sadoughi and Busso (2021) proposed an expressive lip synthesis method using a conditional sequential GAN. The generator and discriminator of this network are composed of BLSTM layers, capturing past and future information. In this work, the input noise is not only constrained by the speech features related to orofacial movements (MFCCs) but also emotional speech features such as LLDs and eGeMAPS, adding emotional information to the generated trajectories.

Lip movements have also been modeled by generating a complete facial animation that includes lip movements. Some studies rely on speech features extracted from an architecture trained for ASR tasks, hence having implicit lexical information. Cudeiro et al. (2019) presented VOCASET, which is a new dataset of 4D face scans. They proposed a new model based on convolutional layers to generate 3D facial animation in a speaker-independent fashion, which helps with the generalization of the created animation. Richard et al. (2021b) proposed a method for generating 3D facial animations, where the speech-driven facial animation is done by distinguishing which part of the audio contributes more to the movements of the upper or lower part of the face. They created two networks for this purpose. One of them combines the information of the expression and the speech. The second one is an UNet decoder that passes that information to the latent space of a particular speaker, generating the animation. Despite the promising results, one of the disadvantages of the method is the amount of data required to generate the facial animation. Chai et al. (2022) presents a network architecture based on CNNs used to extract features from Mel-spectrogram, which are followed by
RNNs to extract temporal information. This temporal information is the input of a temporal attention mechanism, which helps to emphasize important frames to generate facial animation. Fan et al. (2022) presents FaceFormer, which is based on the transformer architecture where one of the attention mechanisms is performed over the extracted speech features and the facial animation. This architecture helps the alignment between facial movements and speech. In the studies of Chai et al. (2022) and Fan et al. (2022), the model was aware of the speaker’s identity. The incorporation of an attention mechanism for a 3D facial animation has been done, to our knowledge, only for speech-driven approaches.

2.2. Lip Movements Driven by Text Features

Text has also been used to synthesize lip motion. Sako et al. (2000) proposed an HMM-based text-to-audio-visual system for speech synthesis. The proposed model had two parts: auditory HMM and visual HMM. The auditory HMM received as input the text and synthesized the speech signal. The visual HMM received as input the text, but also the duration state of each phoneme to reconstruct the correct lip configuration. Minnis and Breen (2000) proposed a framework for modeling phoneme coarticulation. The approach takes a sequence of phonemes, which are concatenated. They animated the lip movements by using the trajectories generated by these concatenations. Tang et al. (2008) presented a novel framework to synthesize lip movements using text. The approach synthesizes an emotional speech signal using diphones, obtaining the duration of the phonemes. Then, the phonemes and their duration are mapped into visemes, creating the animations. Stef et al. (2018) proposed a speech animation method based on text, which was converted into international phonetic alphabet (IPA) symbols. The animation was realized using blenshapes created for the IPA symbols. Taylor et al. (2017) proposed a speaker independent method for synthesizing lip movements based on a deep neural network (DNN). The DNN received as input a sliding window of phonemes to predict the coarticulation curve. Because of the overlapping of the sliding windows, they interpolated the coarticulation curve by taking the mean. Chen et al. (2018b) proposed a lip synthesis method based on blendshapes with phoneme shapes. They built an ASR to generate the phoneme sequence, which was used to create an animation using the shapes that represent each phoneme.
2.3. Lip Movements Driven by Speech and Text Features

Edwards et al. (2016) proposed JALI, which is a system that uses speech and text to generate lip-synchronized facial animation. Speech was used to align the phonemes with the audio. Then, the system generated the animation mapping the phonemes to visemes. The sequence of visemes depends on the jaw and lip movements of each phoneme. Fan et al. (2016) proposed a method for generating lip motions based on speech and text using a BLSTM model. They use MFCCs as speech features and triphones as text features. They synthesize a video using 48 facial landmarks. Liu et al. (2020) proposed an autoencoder and a regressor based on CNNs to generate talking faces using speech and lexical information. The autoencoder generates representations for the upper right, upper left, and lower parts of the face. These representations are used as a ground truth by the regressor, which takes as input the phoneme representation, which is aligned with the speech.

2.4. Relation to Previous Studies

This work introduces a methodological framework for synthesizing lip movements using audio and lexical information. We propose two CGAN-based architectures with self-attention and cross-attentions to capture the relation between acoustic and lexical features while creating the lip movement trajectories. Unlike previous studies that use speech and text features (see Sec. 2.3), we train our models using transcriptions from an ASR system, which are less accurate compared to human transcriptions. Even with noisy transcriptions, the models achieve strong performance. We use 3D blendshapes to perform the animation, which simplifies the animation process because the animation is done only using the lip landmarks generated by the models.

The most similar study to this paper is the work of Sadoughi and Busso (2021), which proposed a CGAN-based architecture, constraining the lip movements by the acoustic features. We build our model starting from this architecture, proposing major changes to improve its performance. The main contributions of this study with respect to Sadoughi and Busso (2021) are (1) the use of lexical information, in addition to speech, to constrain the generated lip movements, and (2) the use of self-attention and cross-attention to fuse the lexical and acoustic information. These contributions greatly improve the performance of the system by explicitly indicating the predicted sequence of phonemes, which is tightly synchronized with the acoustic features using the proposed fusion approaches. Furthermore, we render the
animation using blendshapes, which is an important improvement over the study of Sadoughi and Busso (2021), which was limited by using facial action parameters (FAPs).
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(a) Generator Speech-Text  
(b) Discriminator Speech-Text

Figure 1: Proposed network architectures based on conditional generative adversarial networks (CGANs). The text and speech modalities are fused in the generator using the attention-based models described in Section 3.3. The symbol $\oplus$ represents the concatenation operation.

3. Proposed Approach

We propose attention-based fusion methods of unimodal CGANs trained with acoustic and lexical features to generate realistic lip movements. Figure 1 shows the proposed architecture. This section describes the proposed methods, including a general description of the proposed CGAN (Sec. 3.1), the unimodal blocks (Sec. 3.2), and the proposed attention-based fusion method of the modalities (Sec. 3.3). The lip trajectories are animated with our proposed blendshape approach that takes as input the facial landmarks created by our method (Sec. 3.4).

3.1. Generative Adversarial Networks

Generative adversarial networks (GANs) were presented by Goodfellow et al. (2014). This framework consists of two networks trained with an adversarial loss: a generator $G(\cdot)$ and a discriminator $D(\cdot)$. The idea behind
GAN is to solve a minimax problem. The generator tries to create samples that resemble the training data distribution to fool the discriminator. The input of the generator is a noise signal, and its output is the generated sample following the distribution of the real data. The discriminator has to decide whether a sample comes from real data or from data created by the generator. The formulation for GAN is:

$$\min_G \max_D \mathbb{E}_x \sim p_{\text{data}}(x) \left[ \log D(x) \right] + \mathbb{E}_z \sim p_z(z) \left[ \log (1 - D(G(z))) \right],$$  \hspace{1cm} (1)

where $x$ is the sample with probability distribution $p_{\text{data}}$, and $z$ represents a noise signal with probability distribution $p_z$. This adversarial method has been used in multiple tasks, such as generating images (Reed et al., 2016), learning feature representations (Chang and Scherer, 2017), and detecting data anomalies (Qiu et al., 2019, 2022). The success of this methodology on several fields has led to the creation of several methods derived from the GAN framework. One of them is called Conditional GANs. Mirza and Osindero (2014) proposed a variation of this framework creating the conditional Generative adversarial network (CGAN). Unlike GANs, CGANs take an extra input as a condition to constrain the model, adding more information to improve the sample generated by the generator. The cost function is defined as

$$\min_G \max_D \mathbb{E}_x \sim p_{\text{data}}(x) \left[ \log D(x|y) \right] + \mathbb{E}_z \sim p_z(z) \left[ \log (1 - D(G(z|y))) \right],$$  \hspace{1cm} (2)

where $y$ represents the extra information fed to the CGAN network. For our task, the CGAN framework offers the advantage of constraining the generation of the samples with acoustic or lexical features (or both).

### 3.2. CGAN-Based Models for Speech and Text

As shown in Figure 1, we build two separate CGANs with the same architecture. One was constrained with lexical features and the other with acoustic features. The generator concatenates the noise and the features from the modality that constrains the model. We build the CGANs with two BLSTM layers, each of them implemented with 128 nodes. The discriminator follows the same architecture of the generator with two BLSTM layers, each of them implemented with 64 nodes. The BLSTM layers provide temporal
modeling to capture the dynamic relationship between the modalities and the lip trajectories. For the text modality, the model is conditioned by the underlying sequence of phonemes. We represent the aligned sequence of phonemes by a one-hot-encoding as input to the model. For the speech modality, the noise is conditioned by the MFCCs features extracted from the speech. The acoustic information not only synchronizes speech with the phonetical units, but also introduces emphasis and emotional nuances that are important during natural human interactions. As a result, we expect better results by combining both modalities.
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(a) Generator Speech-Text with self-attention

(b) Generator Speech-Text with cross-attention

Figure 2: Proposed fusion approaches using self-attention (Fig. 2(a)) and cross-attention (Fig. 2(b)). The symbol $\oplus$ represents the concatenation operation.

Figure 1 shows the architecture of the generator and discriminator of the CGAN used for this study. The proposed models use the same configuration for the generator and discriminator, but they differ in the fusion method, which is only implemented on the generator (Sec. 3.3). Figure 1(b) shows the discriminator model, which fuses the pretrained discriminator of each
modality. We freeze the parameters of the discriminator for each modality and extract features from the second BLSTM layer, which are concatenated. Then, they are passed through two dense layers implemented with 128 and 64 units, followed by the output layer. Figure 1(a) illustrates the generator model, which comprises the pretrained CGAN models for the acoustic and lexical features. We freeze the generators of each modality and extract the features of the second BLSTM layer as our feature representation. These features are normalized by dividing them by its 98% percentile value. The normalized features are processed by the fusion module. Then, the processed features pass through two dense layers, each of them implemented with 256 and 128 units, respectively. The output is the 2D coordinates of the 20 facial landmarks used for the animation (Fig. 5).

3.3. CGAN Attention-Based Fusion Models

We propose two alternative attention-based fusion methods, which are shown in Figures 2(a) and 2(b). After the normalization block (Fig. 2(b)), the feature representations for both modalities pass through an attention-based model. We use two alternative attention mechanisms: self-attention and cross-attention. We use the multi-head attention presented by Vaswani et al. (2017),

\[
\text{MultiHeadAttention}(Q, K, V) = \text{Concat}(\text{head}_1, \ldots, \text{head}_H)W^O, \quad (3)
\]

where \(Q, K, \) and \(V\) represent the query, key, and value matrices respectively. These matrices are \(N \times d_k\), where \(N\) is the number of frames and \(d_k\) is the feature dimension. \(W^O\) is the projection matrix of the output, \(\text{head}_i = \text{Attention}(QW_i^Q, KW_i^K, VW_i^V)\) where Attention is the scaled dot-product attention (Vaswani et al., 2017). \(W_i^Q, W_i^K, W_i^V\) represent the projection matrices for query, key, and value matrices respectively with \(i \in \{1, \ldots, H\}\) the number of heads. We set the number of heads to one.

3.3.1. Self-Attention Fusion Method

Our first fusion approach is the self-attention mechanism, which is independently implemented for each modality. Figure 2(a) illustrates the generator model with self-attention as a fusion method. The query, key, and value features from Equation (3) come from the same modality, as shown in Equations (4) and (5).
MultiHeadAttention \left( Q_{\text{text}}, K_{\text{text}}, V_{\text{text}} \right), \quad (4)

MultiHeadAttention \left( Q_{\text{speech}}, K_{\text{speech}}, V_{\text{speech}} \right). \quad (5)

This fusion method determines which temporal information is relevant within a modality for the synthesis of lip movements. It also provides insights to increase the interpretability of the models by showing which frames are important for the fusion. We refer to this method as CGAN speech-text with self-attention.

### 3.3.2. Cross-Attention Fusion Method

The second model to fuse the modalities in the generator is the cross-attention mechanism. Figure 2(b) shows the generator model with this fusion method. This approach has been successfully used in multimodal fusion problems (Goncalves and Busso, 2022; Tsai et al., 2019). In contrast to the self-attention mechanism, cross-attention integrates both modalities while estimating the attention. The key and value vectors come from one modality, while the query vector comes from the other modality. Equations (6) and (7) show this cross modality formulation.

\[
\text{MultiHeadAttention} \left( Q_{\text{speech}}, K_{\text{text}}, V_{\text{text}} \right), \quad (6)
\]

\[
\text{MultiHeadAttention} \left( Q_{\text{text}}, K_{\text{speech}}, V_{\text{speech}} \right). \quad (7)
\]

In addition to studying which temporal information is relevant while combining the modalities, this fusion method leverages how much a modality influences the temporal relevance of the other modality. For example, if the relevant information for the speech modality is in the future and relevant information for the text modality is in the past, this fusion method can attend to the past and future for both modalities. However, the level of attention could be different for each modality. We refer to this method as CGAN speech-text with cross-attention.

### 3.4. Facial Animation using Facial Landmarks

In our previous speech-driven animation studies (Mariooryad and Busso, 2012; Sadoughi and Busso, 2017; Busso et al., 2005; Sadoughi and Busso,
The proposed approach takes facial landmarks and generates the weights of the blendshapes to animate the sequence. For this purpose, we use 47 blendshapes with different facial expressions from the FaceWarehouse database (Cao et al., 2014). We consider orofacial areas with different shapes. We generate the animation using those blendshapes using the open-source program Blender. Figure 3 shows examples of the animations in Blender created with our approach. We create a female model and a male model.

Our models are trained with data from different subjects, who have different facial anatomy. Therefore, we normalize the facial landmarks to reduce the high variability across subjects. The normalization relies on the method described by Eskimez et al. (2018). This method aligns the facial landmarks and removes the identity information by obtaining a mean representation across the faces. This is achieved by selecting a global reference frame with a neutral facial expression with a frontal pose. We also select a speaker reference frame with a neutral face for each subject in our dataset. The speaker reference frames are translated and rotated to match the pose of the global reference, compensating for different sizes and head orientations across speaker reference frames. For each frame in the video, we use the speaker reference frame to align and rotate its facial landmarks. This step compensates for variations in size of the faces across frames due to the distance between the subject and the camera. Then, we remove the identity
of the scaled facial landmarks. For this purpose, we calculate the difference between the current frame and its speaker reference frame, capturing just the facial movements. These differences are added to the global reference frame, removing the speaker differences.

We perform the animation when we have all the facial landmarks normalized. We select the facial landmarks of a neutral face as a reference. For animation purposes, we map the facial landmarks around the mouth of the mean representation into the vertices of the neutral-shape mesh. Once we have this mapping, we project the 3D blendshapes into the 2D facial landmark space using the camera matrix estimation method used by Huber et al. (2016), which uses the gold standard algorithm (GSA) (Hartley and Zisserman, 2004) to compute a normalized version of the camera matrix. For this purpose, the data is normalized so that the 2D and 3D representations are translated moving their centroids to the origin of the coordinates. The 2D and 3D coordinates are scaled such that the root mean square distances between the average location of the facial landmarks and the origins are $\sqrt{2}$ and $\sqrt{3}$, respectively. Finally, it obtains the affine camera matrix, which is used to project the 3D blendshape mouth landmark into the 2D space. We can find the blendshapes that represent each frame by using the non-negative least square method, which is constrained by the Tikhonov’s regularization (L2-regularization) (Bishop, 1995). The non-negative least squared assigns a weight per each blendshape. We constrain the sum of the weights to be between 0 and 1. We implement this constraint to avoid changing the size of the blendshape or creating an artifact in the animation. One of the issues with this optimization problem is that blendshapes corresponding to the articulation of phonemes with lip protrusion such as /u/ or /o/ was not correctly represented. The mouth appears just open for these phonemes. We address this issue with principal component analysis (PCA) followed by non-negative least square. We obtain another set of weights by reducing the dimensionality of our problem from 40 coordinates (i.e., the $x$ and $y$ coordinates for the 20 facial landmarks) to 8 by using PCA. PCA reduces the dimensionality of the problem by selecting the eigenvectors with the highest variances (e.g., eigenvectors associated with the highest eigenvalues). We select the eight eigenvectors that have the highest variance following the work of Suwajanakorn et al. (2017). PCA emphasizes horizontal movements of the lips, solving the issue that we originally observed for phonemes such as /u/ or /o/, which are now correctly animated. We obtain the final weights for the blendshapes to animate the sequence by averaging the two sets of weights.
generated by the mouth landmarks and PCA method.

4. Experimental Settings

4.1. Database

The proposed models are trained and tested using the MSP-Face database (Vidal et al., 2020), which was collected at The University of Texas at Dallas. The MSP-Face corpus is a collection of online videos of people talking in front of a camera. They discussed diverse topics such as video games, feelings, opinions, and experiences during their depression. Each video was manually segmented, creating speaking turns with a duration between 3 and 10 seconds. The characteristics of those videos are single speaker, frontal face, clear speech, and no background music. In total, we collected 27,325 video segments, which approximately correspond to 70 hours of video data. This database provides a variety of emotional displays from multiple speakers. The number of speakers in this database is 491 speakers. Although our study does not use emotional labels, the corpus was annotated with emotional descriptors using perceptual evaluations in a crowdsourcing platform. We manually select a subset of videos with frontal faces. Then, we exclude videos if we are not able to automatically obtain facial landmarks for 85% of the frames in a video. Lip landmark detection is not always reliable, regardless of the library used to extract them. Some of the extracted frames could present some issues, where, for example, landmark on the internal side of the lips may not be well tracked. Frontal faces are often better. We curated a sub-set of the MSP-Face for our task for this reason since we need to minimize the error propagated by the lip landmarks. With this data selection, we use a set of 6,994 videos, which correspond to 17.9 hours. The size of this set is larger than the training set used in many of the studies that aim to generate human behaviors (Sadoughi and Busso, 2021; Richard et al., 2021a; Fan et al., 2016). These videos were partitioned into the train (78%), and development (22%) sets, using speaker independent sets (i.e., no overlap of speakers in the sets). We re-segment original videos from the MSP-Face corpus to create the test set used to evaluate our models. These videos are 30 seconds long, and are not included in either the train and development sets. The longer duration of the test videos allows our evaluators to clearly perceive the synchronization between the generated lip movements and the lexical content. For more information about this corpus, the readers are referred to the work of Vidal et al. (2020).
The videos selected from the MSP-Face database do not have the same frame rate. We fixed the frame rate to 29.97 across all the videos for the extraction of the features. If the video frame rate does not match with the previously mentioned rate, we interpolated or extrapolated the facial landmarks depending on the case. We extract three features from the videos: speech features, facial landmarks, and phonemes. The speech features are obtained using the Python library Librosa (McFee et al., 2019). We extract the signal from the videos, formatting the audio into a mono channel with a sample rate equal to 16 KHz. From the audios, we extract 25 MFCCs with a window size of 25 ms and a stride of 33.3 ms to match the fixed frame rate of the videos. From the video, we extract the facial landmarks using the DLib library (King, 2009), which gives us 68 facial landmarks. This study only uses 20 landmarks corresponding to the lip area (Fig. 5). The third set of features is the lexical content, which is represented by the sequence of phonemes that are aligned with the audio. We do not rely on manual transcriptions. Instead, we obtain automatic transcriptions using the ASR included in the Microsoft Indexer solution. The ASR transcriptions are processed with common modifications such as changing numbers and symbols into words (e.g., $ into dollar). After these changes, we align the audio and the ASR transcriptions using the Montreal Forced Aligner (McAuliffe et al., 2017). We use 77 phonemes plus 4 silence markers, representing the lexical content with an 81-dimensional one-hot vector.

For training and testing our models, we use a sliding window with 15 frames and a stride of one frame to transform the extracted features per video into a window sequence. This processing strategy creates overlapping between the windows. As a result, each frame will be determined by 14 frames from the past and 14 frames from the future, modeling the co-articulatory movements.

4.2. Baselines

We use several baselines to evaluate the models. We implement baselines using BLSTM layers, which is a common framework in speech-driven lip movement generation (Fan et al., 2016; Sadoughi and Busso, 2018a). We use two unimodal baselines and one multimodal baseline implemented with BLSTMs. The unimodal baselines for speech (BLSTM Speech) and text (BLSTM Text) follow the same architecture, which includes two BLSTM layers, each of them implemented with 128 nodes and a 40D output layer.
Figure 4: BLSTM-based baselines for the unimodal and multimodal frameworks. The symbol ⊕ represents the concatenation operation.

(Fig. 4(a)). The multimodal BLSTM baseline fuses speech and text information (BLSTM Speech-Text). It relies on the pretrained BLSTM unimodal baselines. We extract feature representations for those pretrained models, which are concatenated, and further processed by two dense layers implemented with 256 and 128 nodes, respectively (Fig. 4(b)). The output layer creates the 40D vector with the trajectories.

We also implement two unimodal baselines and one multimodal baseline using the CGAN structure. The unimodal CGAN baselines are implemented by constraining the model with either speech (CGAN Speech) or text (CGAN Text). These models demonstrate the benefits of using both modalities. The multimodal method implements the generator by concatenating the feature
representations of the CGANs (CGAN Speech-Text). The attention mechanisms are not used, replacing them by concatenating the feature representation of the modalities. This multimodal baseline demonstrates the benefits of using the proposed attention-based fusion approach.

4.3. Implementation Details

The baselines that only consist of BLSTM layers are trained for 200 epochs and use Adam (Kingma and Ba, 2015) as the optimizer with a learning rate of $1 \times 10^{-5}$. We pretrain the generator and discriminator of the CGAN models for 10 epochs. Then, the CGANs for each modality are trained for 100 epochs and the fusion models for 120 epochs. The optimizer for these models is Adam with a learning rate of $1 \times 10^{-5}$. Finally, the loss function for all the baselines models and the generators is the addition of the concordance correlation coefficient (CCC) (Trigeorgis et al., 2016) loss ($1 - CCC$) and the mean squared error (MSE) of the six inner mouth landmarks (Fig. 5). The variables $y$ and $\hat{y}$ are the true and predicted landmarks, respectively. For the CCC loss (Eq. 8), $\sigma$ is the standard deviation, $\mu$ is the mean, and the $\rho$ is the Pearson correlation coefficient between the true and the predicted landmarks.

$$CCC = \frac{2\rho \sigma_y \sigma_{\hat{y}}}{\sigma_y^2 + \sigma_{\hat{y}}^2 + (\mu_{\hat{y}} - \mu_y)^2}$$  \hspace{1cm} (8)

$$MSE = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2$$  \hspace{1cm} (9)

$$\mathcal{L} = (1 - CCC) + MSE$$  \hspace{1cm} (10)

The MSE loss (Eq. 9) helps the model to capture when the mouth is closed or opened, which is particularly useful for phonemes such as /m/, /p/, /b/, /æ/ and /ɒ//. Meanwhile, the CCC loss helps to increase the correlation between the predicted and true values, while minimizing the distance between their trajectories (squared difference of the means in the denominator of Eq. 8). While the CCC loss is bounded, the MSE is not and can take big values dominating the combined loss. Therefore, we prevent this problem by dividing the MSE by the highest MSE value of the initial batch. This step is only implemented in the initial batch. All the models are trained with a batch size of 128 sequences and a sequence of 15 frames as an input to the model.
5. Experimental Results

This section presents the results obtained by our proposed multimodal models based on CGANs and the attention mechanisms. We design subjective and objective evaluations to assess the naturalness of the animations (Sec. 5.1), and a subjective evaluation to directly compare preference between alternative methods (Sec. 5.2). Section 5.3 presents an analysis of the attention weights estimated while fusing the text and speech modalities.

5.1. Perceptual Evaluation of Naturalness

We evaluate our models with subjective and objective evaluations. In total, we have nine alternative animations per video created with different methods. We have two proposed models implemented with alternative attention-based fusion methods (Sec. 3.3). We have three BLSTM baselines and three CGANs baselines (Sec. 4.2). As a reference, we also have a model animated with the original facial landmarks in the recordings. We create 20 videos for each of the nine methods, where 10 videos are rendered with the female character, and 10 with the male character. These animations are generated with the methodology described in Section 3.4.

The perceptual evaluation assesses the naturalness of the animation, annotating one video at a time. For this evaluation, we hired 10 student workers at The University of Texas at Dallas. For the proposed methods and the baselines, each annotator evaluated 10 videos for each method. For the videos with the original facial landmarks, each annotator evaluated all the 20 videos (i.e., each annotator evaluated a total of 100 videos). We ask the annotators to assess “How natural is the animation?” with a 10-point Likert scale.
How natural was the animation on the video? 1 (not natural) to 10 (natural)

Figure 6: Graphical interface presented to the annotators to assess the naturalness level of the generated animations.

Table 1: Evaluation of the naturalness perceptual of the animations. Our proposed models are compared with animations generated with the original lip trajectories and with competitive unimodal and multimodal baselines.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>5.4313</td>
<td>2.0851</td>
</tr>
<tr>
<td>BLSTM Speech</td>
<td>3.9875</td>
<td>2.2133</td>
</tr>
<tr>
<td>BLSTM Text</td>
<td>4.0750</td>
<td>1.8878</td>
</tr>
<tr>
<td>BLSTM Speech-Text</td>
<td>4.1625</td>
<td>2.0466</td>
</tr>
<tr>
<td>CGAN Speech</td>
<td>4.7875</td>
<td>2.2764</td>
</tr>
<tr>
<td>CGAN Text</td>
<td>5.6750</td>
<td>2.0424</td>
</tr>
<tr>
<td>CGAN Speech-Text</td>
<td>5.0000</td>
<td>2.0189</td>
</tr>
<tr>
<td>CGAN Speech-Text (self-att)</td>
<td><strong>5.7875</strong></td>
<td>2.1447</td>
</tr>
<tr>
<td>CGAN Speech-Text (cross-att)</td>
<td>5.7375</td>
<td>2.1093</td>
</tr>
</tbody>
</table>

with extremes values 1 (not natural) and 10 (natural). Figure 6 shows the interface used for the evaluation. As a post-processing step, we estimate the inter-agreement of the annotators. Two of the student workers showed low inter-evaluator agreement and were removed from the annotations, which is a common post-processing approach when using perceptual evaluations (Cao et al., 2014; Mower Provost et al., 2015; Kaur et al., 2018; Gupta et al., 2016).

Table 1 shows the results obtained for this evaluation. We measure the significance of the results by performing multiple t-test. The t-test assumes normal distributions. We verified the homogeneity of the variance by using
Bartlett’s test, which returned a p-value $= 0.36$. This result indicates that we cannot reject the null hypothesis. The groups are expected to have the same variance (i.e., homogeneity of the variance in the data). We compare the scores obtained by our proposed multimodal models and the baselines. We correct the p-values of the multiple t-tests by applying the Bonferroni method, and we assert significance when the p-value is less than 0.05. Table 1 shows that the animations generated by the proposed CGAN speech-text models with the attention mechanisms are perceived as the most natural animations. The CGAN speech-text model with cross-attention achieved an overall score of 5.7375, while CGAN speech-text model with self-attention reached even a higher score equal to 5.7875. The proposed CGAN speech-text models with the attention mechanisms are significantly better than all the baseline models, with the exception of the CGAN text model, which achieved an overall score equal to 5.6750. It is remarkable that the lip trajectories created by the proposed methods were perceived more natural than the animations created with the original facial landmarks, which received an overall score equal to 5.4313.

The results presented in Table 1 for the CGAN models show that text-only method performed better that speech-only method. While speech features help with the synchronization between the lip movements and the audio, and with the emphasis of the sentence, the lexical content emphasizes the right coarticulation which is not directly present in the speech. This emphasis on the right sequence of coarticulation during speech production makes the animations to be perceived as more natural than the animations generated from speech features. Any wrong coarticulation generated with speech will create visible artifacts reducing its naturalness perception.

The results in Table 1 show the contribution of the attention mechanisms to the performance of the methods. The CGAN speech-text approach achieved an overall score of 5.0. This method concatenates the representations from the modalities. Concatenation includes features from both modalities, even when one modality (e.g., text) may be better than the other (e.g., speech). Since the speech-only model has lower performance than the text-only model makes the concatenation approach less effective, leading to a fusion strategy that is not able to outperform the best unimodal system, in this case, the text-only model. For this reason, the integration of speech and text features by using attention is relevant to this problem. The attention mechanism takes the best of each modality, improving the overall performance of the model. When we add the attention mechanisms, we observe
overall scores above 5.7, which represents a relative gain of more than 14% in the naturalness perception of the animated videos. Table 1 shows that the performances of the CGAN methods lead to better performance than the BLSTM baselines. The differences in the results between the corresponding CGAN and BLSTM methods are statistically significant.

In addition to the subjective evaluation, we aim to include objective metrics to assess the quality of the video. MSE and correlation have not been good metrics for measuring the generation of human behaviors (Kucherenko et al., 2020; Yoon et al., 2022). The main issue with these objective metrics is that they do not correlate well with subjective metrics, which is the main goal in synthesizing naturalistic behaviors. For these reasons, we present the LipSync metric proposed by Chung and Zisserman (2016) as an objective metric. LipSync measures the synchrony between the lip movements from a video and its audio. The output of this metric is a distance, where lower values indicate higher synchrony between the audio and the video. Notice that while the LipSync original model was designed for real images, we demonstrate in this study that this approach can also be useful as an objective metric to evaluate facial animations.

Figure 7 shows the results that we obtain by using the LipSync metric on the animations generated with (1) our methods, (2) animations with the original landmarks, and (3) the true videos. We observe that the true videos reach the lowest distance, as expected since the audio and the lip movements are perfectly correlated on the video. Our proposed methods CGAN Speech-Text (self-att) and CGAN Speech-Text (cross-att) achieve higher synchrony (lower distance) than the other models, which agrees with the subjective evaluation presented in Table 1. Figure 7 also shows that generative methods based on CGAN offer better synchrony than the BLSTM methods. This result also agrees with the subjective evaluations presented in Table 1.

5.2. Preference Between Alternative Methods

The second perceptual evaluation directly compares the preference between alternative methods. We present two videos and we ask the annotators which animation is more natural. Figure 8 shows the survey used for this evaluation. Given the results obtained in Section 5.1 we consider four comparisons.

- BLSTM speech-text & CGAN speech-text(self-att)
- CGAN speech-text & CGAN speech-text(self-att)
These comparisons include the best BLSTM baseline with the proposed model that achieved the best results. It also directly compares the benefits of using the attention mechanics as an alternative to concatenating the feature representations of the individual CGANs. It also directly compares our proposed approaches. For this evaluation, we use the 20 animations (10 females and 10 males) per each method. We recruited six additional student workers who did not participate in the evaluation presented in Section 5.1. Each comparison has six evaluations. The order of the videos was randomized, appearing as either “video 1” or “video 2”. We transform the alternatives provided in Figure 8 into percentages to quantify the results using the mapping in Table 2.

Figure 9 presents the results of this evaluation. We perform a statistical analysis (t-test) on each comparison taking 50% as the null hypothesis. We assert significance if the $p$-value < 0.05. We observe that CGAN speech-text self-attention approach is preferred over the BLSTM speech-text approach, where the preference is statistically significant. The second comparison be-
Which animation looks more natural?

- Definitely Video 1
- Video 1
- Moderately Video 1
- Slightly Video 1
- Both look similar
- Slightly Video 2
- Moderately Video 2
- Video 2
- Definitely Video 2

Figure 8: Graphical interface presented to the annotators to compare animations generated by two different methods.

Table 2: Mapping of preference between alternative methods into percentages. This mapping is used to quantify if one method is preferred over the other.

<table>
<thead>
<tr>
<th>Option</th>
<th>Video 1</th>
<th>Video 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definitely Video 1</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>Video 1</td>
<td>90%</td>
<td>10%</td>
</tr>
<tr>
<td>Moderately Video 1</td>
<td>75%</td>
<td>25%</td>
</tr>
<tr>
<td>Slightly Video 1</td>
<td>60%</td>
<td>40%</td>
</tr>
<tr>
<td>Both look similar</td>
<td>50%</td>
<td>50%</td>
</tr>
<tr>
<td>Slightly Video 2</td>
<td>40%</td>
<td>60%</td>
</tr>
<tr>
<td>Moderately Video 2</td>
<td>25%</td>
<td>75%</td>
</tr>
<tr>
<td>Video 1</td>
<td>10%</td>
<td>90%</td>
</tr>
<tr>
<td>Definitely Video 2</td>
<td>0%</td>
<td>100%</td>
</tr>
</tbody>
</table>

tween our proposed CGAN speech-text self-attention method and the CGAN speech-text approach shows that using self attention leads to a 60% preference, which is a statistically significant difference. The comparison between the CGAN speech-text and GAN speech-text cross-attention suggest that there is no clear preference ($p$-value = 0.08). Finally, the figure shows similar preference for our two proposed models, where the difference is not statisti-
cally significant ($p$-value $= 0.3$). These results are consistent with the perceptual evaluation presented in Section 5.1 (Table 1), where the performance of the CGAN speech-text self-attention and CGAN speech-text cross-attention models are very similar. Collectively, these results show that our proposed methods with attention mechanisms outperform and improve competitive baselines on the synthesis of lip movements using only facial landmarks.

5.3. Weight Analysis of the Fusion Approaches

The proposed models use the attention mechanism (Figs. 2(a) and 2(b)). The weights estimated by these models provide insights to determine the temporal information considered by each modality in the generation of the lip trajectories. For the analysis, we extract the attention weights for the self-attention and cross-attention and analyze their patterns across different scenarios. Given the segmentation of the sequence into windows (Sec. 4.1), the context contribution for the attention weights is limited to a diagonal
block structure that includes the main diagonal, 14 past frames, and 14 future frames. Figure 10 shows the average values of the attention weights for the 20 videos in the test set. The colors assigned to a row represent the weight values assigned to the frames at that particular time. The values above the diagonal correspond to the weights assigned to future frames. The values below the diagonal correspond to the attention weights assigned to past frames. We only provide the results for the first 10 seconds for better resolution. In addition to the figures, we quantify the results in Table 3, which lists the average weights of the previous 14 frames, the current frame, and the future 14 frames. A higher value in a region indicates that we pay more attention to that region. Table 3 also shows their corresponding contribution in percentage.

Figures 10(a) and 10(b) show the attention weights for each modality for the self-attention and cross-attention methods, respectively. We observe that in the self-attention mechanism, the speech modality pays more attention to
Table 3: Average weight values for the self-attention and cross-attention based models. The table provides the results for the past, current, future frames. It also includes the contribution in percentage for each condition. The table shows the impact that noise in the features has on the weights. Higher values indicate higher attentions.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Modality</th>
<th>Past frames</th>
<th></th>
<th>Current frame</th>
<th></th>
<th>Future frames</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Value</td>
<td>[%]</td>
<td>Value</td>
<td>[%]</td>
<td>Value</td>
<td>[%]</td>
</tr>
<tr>
<td>Self-attention</td>
<td>Speech</td>
<td>0.0006</td>
<td>0.22</td>
<td>0.0657</td>
<td>23.21</td>
<td>0.2168</td>
<td>76.56</td>
</tr>
<tr>
<td></td>
<td>Text</td>
<td>0.0386</td>
<td>22.60</td>
<td>0.0627</td>
<td>36.68</td>
<td>0.0696</td>
<td>40.71</td>
</tr>
<tr>
<td>Cross-attention</td>
<td>Speech</td>
<td>0.0925</td>
<td>37.53</td>
<td>0.0514</td>
<td>20.85</td>
<td>0.1026</td>
<td>41.60</td>
</tr>
<tr>
<td></td>
<td>Text</td>
<td>0.0470</td>
<td>24.31</td>
<td>0.0341</td>
<td>17.66</td>
<td>0.1121</td>
<td>58.01</td>
</tr>
</tbody>
</table>

future frames (76.56%), while the text modality distributes the attention to previous (22.6%), current (36.68%) and futures (40.71%) frames, indicating that it takes into account the full context. This behavior changes for the cross-attention mechanism, since the fusion involves a closer interaction between the modalities (i.e., query matrix is shared with the other modality). The text modality forces the speech modality to take into account more context, while the speech modality makes the text modality to consider the current frame less (17.66%), and pay more attention to the past (24.31%) and future (58.01%) frames, which is supported by the results in Table 3.

These results indicate that the difference between the multimodal models using self-attention and cross-attention is how the attention weights are distributed across time. By observing Table 3, we noticed that the multimodal model with self-attention as the fusion method has more contribution from the current and future frames for generating lip movements. Meanwhile, the multimodal model with cross-attention mechanism pays more attention to the past and future frames. Therefore, this distribution of the attention weights plays a key role in the generation of lip movements, creating the difference that we report in the perceptual evaluation of the naturalness of the videos.

6. Conclusions and Future Work

This paper presented two alternative methods based on the attention mechanism for synthesizing lip movements on a 3D shape by using only transcriptions provided by an ASR and speech. These methods follow a CGAN architecture implemented for the two modalities considered in the
study: text and speech. The proposed methods relied on separate pretrained CGAN for each modality. The modality dependent representations are fused with the attention mechanism, which provides a powerful framework to quantify the temporal context used by each modality in the generation of lip movements. The first fusion approach relies on self-attention mechanisms separately implemented for each modality. The second fusion approach relies on cross-attention mechanism, where the query matrix is shared across modalities. The proposed methods were evaluated by creating animations using a formulation that requires only the facial landmarks generated by the methods, which are projected into a blendshape model. We used this animation method to evaluate our models using two perceptual evaluation tasks. The first task assessed the naturalness of the animations generated with the predicted facial landmarks produced by the proposed methods and competitive baseline approaches. We observed that the fusion of text and speech with the proposed attention mechanisms was important to achieve good performance. We even observe that the naturalness perception of animations created by our proposed models was higher than the naturalness perception of the animations created with the original facial landmarks. The second task compared two alternative frameworks, establishing preferences between them. The results for this task reaffirmed the results observed from the first task, demonstrating the superior performance of our proposed fusion based approach implemented with either self-attention or cross-attention. The results showed that our models generate better co-articulation movements than the baselines. An advantage of the attention-based fusion approaches is the insights that we obtained from the weights of the attentions. An analysis of the average attention weights in the self-attention model indicated that text and speech modalities emphasize different frames. While speech emphasizes future frames, the attention weights for text are better distributed among past, current, and future frames. For the cross-attention model, the weights for text and speech are more similarly distributed for past, current, and future frames.

As a future work, we are exploring models that are also constrained by the emotional content conveyed in the sentence. A straightforward approach is to introduce emotion as an extra constraint of our CGAN framework. Another important research direction is to identify objective metrics that correlate well with subjective measures using perceptual evaluations. We demonstrate that using the LipSync model (Chung and Zisserman, 2016) as an objective metric is an appealing approach to assess synthesized lip
movements. This metric, unlike other approaches, correlates with the results from the perceptual evaluations. Since perceptual evaluations take time, defining good objective metrics can lead to more effective approaches to assess the impact of small changes in the model without having to conduct an additional subjective evaluation.
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