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Abstract
Speech emotion recognition (SER) system can exploit an
Speech enhancement (SE) model to increase its noise robust-
ness by suppressing the background noise. However, SE could
also suppress emotionally discriminative features, affecting the
emotion prediction. We propose an alternative framework, Keep
or Delete (KoD), to keep the information of the original speech
while minimizing the influence of background noise. We train a
frame reliability predictor that determines clean frames to keep,
discarding the noisy frames. We expand this framework by re-
placing the dropped frames with those extracted from the en-
hanced speech to keep the lexical information. We refer to
this implementation as Keep or Substitute (KoS). Our experi-
ment shows that the KoD model improves the SER results under
noisy conditions without fine-tuning the whole model. Also, the
KoS framework performs better than enhancing all the frames,
indicating the importance of avoiding speech distortion.
Index Terms: speech emotion recognition, noise-robustness,
frame selection

1. Introduction
Deploying a speech-emotion recognition (SER) system into
real-world applications has benefits for multiple domains, such
as digital assistants, health care applications [1], and security
and defense. The current SER systems built upon pre-trained
speech representation models [2–4] have shown to work well
in ideal conditions [5]. However, sustaining laboratory per-
formance in a real-world environment is still challenging due
to different sources of variability, including the non-stationary
background noises in the environment.

For speech-based applications, an attractive approach is the
enhancement of the speech signal to provide a more refined in-
put for the system, mitigating the mismatch of a noisy environ-
ment. Previous studies have shown that enhancing the acous-
tic features can improve the SER performance in noisy con-
ditions [6–8]. However, this strategy requires re-training the
feature enhancement model whenever we want to change the
SER backend. Another appealing approach is to build a cas-
cading system where the pre-trained speech enhancement (SE)
model enhances the given noisy speech before feeding it into
the pre-trained SER model. We can avoid updating the pre-
trained SER models by leveraging the off-the-shelf SE model
exposed with a large number of speech and noise sound sam-
ples [9–11]. However, the SE model is generally designed to
improve speech intelligibility, which may affect the emotional
discriminative information conveyed on the features [8]. In ad-
dition, some acoustic frames might not need enhancement due
to the non-stationary nature of real-world background noises.

We investigate why increasing speech intelligibility does
not necessarily improve SER performance. Our main assump-

tion is that the speech modifications induced by the pre-trained
SE model could impact the SER performance. Exploring this
idea, we propose the Keep or Delete (KoD) framework, which
selectively keeps the original speech’s information rather than
enhancing all the signals. Our idea is built upon the pre-trained
SER model based on the WavLM-large architecture, which has
shown strong SER performance in the speech processing uni-
versal performance benchmark (SUPERB) leaderboard [12].
Without fine-tuning any pre-trained module, we only attach a
1D convolutional neural network (CNN) between the convolu-
tional feature encoder and the transformer encoder, which we
refer to as the reliable frame selector. The reliable frame selec-
tor predicts the reliability score of each acoustic frame extracted
from the convolutional feature encoder. To achieve this goal, we
mix the clean and noisy acoustic frames and then train the re-
liable frame selector to determine which frames are from the
clean speech. The reliable frame selector can determine which
input acoustic frames are noisier than others. The noisy frames
are considered unreliable acoustic frames and discarded during
the inference. By only maintaining reliable acoustic frames,
we can prevent the noisy frames from disrupting the SER pre-
diction while maintaining the original clean frames that do not
need enhancement.

We further expand the KoD framework by adding the Keep
or Substitute (KoS) module. KoS mitigates the influence of
acoustic frame gaps induced by the KoD framework by replac-
ing unreliable frames with the ones extracted from the enhanced
speech. This framework can avoid destroying the lexical in-
formation while keeping the original information of the given
speech. Our experiments demonstrate that the proposed frame
selection framework can improve SER performance for arousal
and dominance without using an additional SE module or adapt-
ing the transformer encoder. Furthermore, selectively applying
the enhanced frames shows better performance than enhancing
all the frames. In a -5dB condition, our best model improves
the original model by 17.5%, 16.6%, and 10.6% for arousal,
dominance, and valence, respectively.

2. Related Work
Researchers have explored how to improve the noise robustness
of an SER system that works well in clean conditions. One of
the approaches is data augmentation, where the SER model is
trained with an augmented training set. For example, Pappagari
et al. [13] proposed the CopyPaste method, which augments the
training set by concatenating neutral and emotional speech sig-
nals or two speech signals from the same emotional category.
This augmentation method improves SER performance in noisy
conditions even without contaminating the speech with arbitrary
noise sounds. Wu et al. [14] proposed the MetricAug strat-
egy, which adaptively samples an augmented noisy speech for
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Figure 1: Training and inference procedure of KoD framework.

each distortion level based on the validation set’s performance
improvement. Leem et al. [15] proposed contrastive teacher-
student learning for adapting the pre-trained SER model with
noisy speech, avoiding catastrophic forgetting of the pre-trained
knowledge. Despite these improvements, they require updating
the whole pre-trained parameters, which is computationally ex-
pensive and requires extra memory for the transformer-based
speech representation models [2–4].

Another type of solution is front-end processing by improv-
ing the input speech or acoustic feature before feeding it to the
pre-trained SER model. The rationale behind this approach is
that making the input noisy feature closer to the cleaner one
will minimize the environmental difference between the clean
training set and the noisy test set. Triantafyllopoulos et al. [7]
improved SER performance in noisy conditions using a CNN-
based feature enhancement module. Instead of enhancing the
acoustic feature, Leem et al. [16] showed that only selecting the
noise-robust acoustic feature can yield performance improve-
ment in noisy conditions.

For transformer-based speech representation models, a
straightforward approach is to enhance the raw waveform to
increase the noise robustness as most of these models accept
the raw waveform instead of a handcrafted acoustic feature set.
However, in the 4th deep noise suppression (DNS) challenge,
the authors reported that the submitted SE models could im-
prove the overall audio quality metric but failed to improve the
original speech’s quality, indicating the suppression of the orig-
inal speech. This suppression might impact the SER perfor-
mance. For example, Leem et al. [8] reported that enhancing the
speech signal before extracting acoustic features shows worse
SER performance than directly enhancing the acoustic features,
even though it can improve the speech intelligibility metrics.
These observations lead to our proposed frameworks that aim
to avoid signal distortion induced by the SE module.

3. Proposed method
We propose the Keep or Delete (KoD) framework (Fig. 1)
to reduce the influence of noisy frames while keeping reliable
frames that do not need enhancement. Figure 1 shows our pro-
posed KoD framework. We mainly focus on improving noise-
robustness for a pre-trained transformer-based SER model,
which has shown good performance in SER tasks [5, 12, 17].
This type of speech representation model consists of a con-
volutional feature encoder, which transforms a raw waveform

into acoustic frames, and a transformer encoder, which extracts
the context information from them. We first fine-tune the pre-
trained speech representation model for the SER task under a
clean condition. This paper mainly focuses on predicting emo-
tional attributes, including arousal (calm versus active), domi-
nance (weak versus strong), and valence (negative versus posi-
tive). Therefore, we fine-tune the model to maximize the con-
cordance correlation coefficient (CCC) between the predicted
and the ground-truth emotional attribute scores. We freeze the
convolutional feature encoder during fine-tuning as it performs
better than updating the whole parameters [18].

Our proposed strategy does not update any parameters to
adapt the SER model to noisy conditions after fine-tuning it with
clean speech. Instead, it discards the noisy acoustic frames that
degrade the SER prediction by disrupting the transformer en-
coder. We achieve this goal by training a reliable frame selector
that determines whether each acoustic frame is extracted from
the clean or noisy speech. We use 1D-CNN hidden layers and
a sigmoid activation function for the output layer to build a re-
liable frame selector. This module predicts the reliability score
of each frame. During training, we mix clean and noisy acous-
tic frames extracted from the convolutional feature encoder to
train the reliable frame selector. The portion of mixing noisy
frames to the clean frames is randomly selected between 20%
and 80%. This range gives us the best result in our development
set. We also tested by fixing the mixture ratio to {20%, 40%,
60%, 80%}, but none of these options significantly improved
our initial setting. With these mixed frames, we train the reli-
able frame selector to predict if the frame is from clean or noisy
speech. We minimize the binary cross-entropy loss, Lbce, as
illustrated in Equation 1.

Lbce = 1
N

∑N
i=0

[
1
Ti

∑Ti
t=0{yt log pt + (1− yt) log (1− pt)}

]
(1)

where N denotes the mini-batch size, Ti denotes the number of
frames for the i-th sample, yt denotes the ground truth (0 if the
frame is from noisy speech, 1 otherwise), and pt denotes the
prediction of the t-th frame.

After training, we attach the reliable frame selector between
the convolutional feature encoder and the transformer encoder.
The reliable frame selector predicts the reliability score of each
frame extracted from the convolutional feature encoder. We re-
gard the frame as reliable if the reliability score is above the
threshold. We discard the unreliable frames and only keep the
reliable ones, feeding them to the transformer encoder. We set
the threshold as 0.5, as it gives the best performance for the de-
velopment set among {0.1, 0.2, 0.3, 0.4, 0.5}. Without adapting
the whole SER model to the noisy speech, this approach can
compensate for the environmental difference between a clean
training set and a noisy test set by discarding noisy frames. Fur-
thermore, this approach avoids the distortion of original speech
information that does not need an enhancement, which avoids
affecting the SER discrimination of the features. To avoid re-
moving too many frames, which could destroy the input speech,
we ensure that at least 50 frames remain after the selection. If
the number of reliable frames is less than 50, we select 50 from
the top reliability score even if they are not above the threshold.

The possible risk of removing the acoustic frames is the
disruption of lexical information of the given speech. There-
fore, we test an alternative method that we refer to as Keep or
Substitute (KoS). KoS keeps all the frames while maintaining
the strength of our proposed framework. As in the KoD frame-
work, we define the reliable and unreliable frames by using the



Table 1: Overall audio, speech, and noise suppression quality
for each enhancement model and SNR condition

Metric SE Model 10db 5db 0db -5db Mean

O
V

R
L Noisy 2.31 2.00 1.66 1.40 1.84

MetricGAN+ 2.43 2.26 2.04 1.77 2.12
FRCRN 3.10 3.07 2.99 2.83 3.00

SI
G

Noisy 3.13 2.77 2.24 1.76 2.48
MetricGAN+ 2.86 2.70 2.46 2.14 2.54
FRCRN 3.30 3.11 2.82 2.42 2.91

B
A

K

Noisy 2.53 2.14 1.76 1.48 1.98
MetricGAN+ 3.44 3.40 3.33 3.21 3.34
FRCRN 3.95 3.95 3.94 3.89 3.93

trained reliable frame selector. However, we replace the unre-
liable frames with the corresponding enhanced frames instead
of dropping the unreliable ones. We extract the enhanced frame
by directly enhancing the noisy speech signal and then extract-
ing the acoustic frames from it with the convolutional feature
encoder. This formulation differs from the cascading system
where the SER model uses all the acoustic frames extracted
from the enhanced speech. Our KoS framework selectively ap-
plies the enhanced features, which can keep the reliable infor-
mation of the original speech and the enhanced information for
the unreliable segments. Compared to the KoD framework, KoS
can fill in missing information on acoustic features, keeping the
lexical information of the original speech.

4. Experimental Settings
4.1. Datasets
Our experiment uses the MSP-Podcast corpus, which consists
of natural and diverse emotional speech samples from various
podcast recordings [19]. The audios do not include background
music or overlapped speech, and their predicted SNR is above
20 dB. At least five raters annotate each sample for arousal, va-
lence and dominance using a seven-point Likert scale. We av-
erage the scores provided by raters for each sample to establish
its ground truth values. This paper uses version 1.11 of the cor-
pus (151,654 speaking turns; 237 hours and 56 mins). We use
the train set to fine-tune the pre-trained speech representation
model, using it as the original SER model. We use samples
from the development set to select the best model during the
fine-tuning process.

During training the reliable frame selector, we use publicly
available noise sounds from the DNS challenge-2 dataset [20].
This dataset contains the additive noise sounds collected from
the AudioSet corpus [21], the Freesound repository [22], and
the DEMAND database [23]. We remove the noise sounds col-
lected from the Freesound repository for training since we col-
lected the noise sounds for contaminating the test set from the
same repository. Each sample is contaminated with different
SNR level randomly chosen from the range from 10dB to 0dB.
Therefore, we train the model with multiple SNR conditions.

We simulate real-world noisy environments for the testing
conditions by collecting diverse ambient noise sounds from the
Freesound repository [22]. We use the queries related to the
indoor, outdoor, and in-vehicle conditions. We filter the col-
lected samples by using a voice activity detector to ensure that
the speech activity does not exist in the noise sounds. We use
PyAnnote [24] to detect the speech segment, dropping the sam-
ples if the speech activity continues for more than one second.
After the collection, we randomly picked the noise sounds to
contaminate the Test1 set of the clean MSP-Podcast corpus. We
repeat this process five times, creating five different sets for four

different SNR levels: 10dB, 5dB, 0dB, and -5dB.

4.2. Speech Emotion Recognition model
We implement our proposed approach with the Wavlm-large
model [4], which showed the best emotion recognition per-
formance in the SUPERB benchmark [12] (observed on
02/28/2024). We fine-tune the transformer encoder of the pre-
trained speech representation model and the downstream head
with the MSP-Podcast corpus. We import the pre-trained mod-
els from the HuggingFace library [25]. We use two fully con-
nected layers for the downstream head, where each layer has
512 nodes, layer normalization, and the rectified linear unit
(ReLU) as the activation function. We use dropout in all the hid-
den layers to increase regularization, with a rate set to p = 0.5.
We use a linear output layer with three nodes to predict emo-
tional attribute scores, where each node predicts the scores for
arousal, dominance, and valence. We apply attentive statistics
pooling [26] on top of the last transformer layer’s representation
to feed it to the downstream head. This pooling method gives
us a better SER performance than the global average pooling
under a clean condition.

During fine-tuning, we apply Z-normalization to the raw
waveform by using the mean and standard deviation estimated
over the training set and min-max normalization to the emo-
tional labels, mapping them into the range from 0 to 1. We
use 32 samples per mini-batch and update the model for ten
epochs. We use the AdamW optimizer [27] with a learning rate
of 0.00001.

4.3. Implementation of Proposed KoD and KoS Methods
The key component of the KoD framework is the reliable frame
selector. The reliable frame selector includes three 1D-CNN
blocks and the linear output layer with a sigmoid activation
function. Each 1D-CNN block consists of a 1D convolutional
layer with a kernel size of three, an instance normalization
layer [28], and the ReLU activation function. We put dropout
between the CNN blocks to increase regularization, with a rate
set to p = 0.5.

For training, we contaminate the clean speech from the
training set of the MSP-Podcast corpus with the noise sound
collected from the DNS challenge-2 dataset. We bring the con-
volutional feature encoder from the fine-tuned SER model and
then extract acoustic feature frames from the clean and the cor-
responding noisy speech. The resulting feature has 512 dimen-
sions for each frame. We mix the clean and noisy acoustic fea-
ture frames with a randomly selected ratio, as described in Sec-
tion 3. We run 20 epochs to train the reliable frame selector.
The other hyperparameters are the same as the ones used for
fine-tuning the Wavlm-large model with clean speech.

For the KoS approach, we use the same reliable frame selec-
tor as used in the KoD framework. We tested two different pub-
licly available SE models: MetricGAN+ [11] and FRCRN [9].
The MetricGAN+ framework is trained with the VoiceBank-
DEMAND dataset, which is used in the study of Valentini et
al. [29]. The FRCRN model is trained with the 4th DNS chal-
lenge dataset, achieving one of the top performances in this
challenge [30]. We first enhance the noisy speech with each
SE model and then extract the acoustic frames with the SER
model’s convolutional feature encoder. We replace the frames
dropped by the reliable frame selector with the corresponding
frames extracted from the enhanced speech. We denote the
KoS framework with MetricGAN+ as KoS-MetricGAN+, and
the one with FRCRN as KoS-FRCRN.

We check the enhanced speech quality to ensure that the



Table 2: Average CCC of arousal (Aro.), dominance (Dom.), and valence (Val.) for different SNR and models. We highlight the best
model in bold for each attribute and SNR level. We mark ∗ if it significantly improves the performance of Original.

10db 5db 0db -5db
Aro. Dom. Val. Aro. Dom. Val. Aro. Dom. Val. Aro. Dom. Val.

Original 0.59 0.51 0.62 0.56 0.46 0.60 0.49 0.40 0.56 0.40 0.30 0.47
CS-MetricGAN+ 0.49 0.39 0.52 0.42 0.32 0.47 0.33 0.23 0.40 0.24 0.17 0.30
CS-FRCRN 0.58 0.50 0.59 0.56 0.47 0.58 0.51 0.41 0.56 0.42∗ 0.31 0.51∗
KoD 0.63∗ 0.55∗ 0.62 0.60∗ 0.51∗ 0.60 0.55∗ 0.43∗ 0.55 0.45∗ 0.33∗ 0.45
KoS-MetricGAN+ 0.60 0.51 0.62 0.57 0.46 0.59 0.50 0.39 0.54 0.39 0.28 0.43
KoS-FRCRN 0.61 0.52 0.63 0.58∗ 0.48∗ 0.61 0.54∗ 0.43∗ 0.58∗ 0.47∗ 0.35∗ 0.52∗

KoS framework uses the properly enhanced frames. We use
DNSMOS P.835 [31], including the scores for the overall au-
dio quality (OVRL), speech quality (SIG), and the background
noise quality (BAK). All the metrics range from 0 to 5, where
5 indicates the maximum quality. Table 1 illustrates the P.835
scores for noisy and enhanced speech. Both SE models show an
improvement in OVRL and BAK scores compared to the orig-
inal noisy speech condition, validating the use of SE models to
successfully improve the overall audio quality and suppress the
background noise sounds. However, we can see that the Metric-
GAN+ model shows a decrease in speech quality metrics in the
10dB and 5dB conditions. This observation matches the results
reported in the 4th DNS challenge [30], where all the SE mod-
els exhibited speech distortion. We will discuss the impacts of
this distortion on the SER performance in Section 5.

4.4. Baselines
We compare our approach with the SER model without using
the SE module, which we refer to as Original. We also use a
cascading system (CS) that first enhances the speech and then
predicts the emotional attributes. We use the same SE models
as those used for the KoS framework. Notice that this baseline
uses all the enhanced frames. We do not update any parame-
ters of the pre-trained SER model when using the SE module.
We denote the cascading systems as CS-MetricGAN+ and CS-
FRCRN, following the name of the SE method.

5. Results
We compare the SER performance of our proposed KoD and
KoS frameworks with the baselines in noisy conditions. We re-
port the average CCC of five different test sets for each SNR
level, as we described in Section 4.1. We conduct an one-tailed
Welch’s t-test to assess whether the system performs signifi-
cantly better than the original SER model in noisy conditions.
We assert significance at p-value < 0.05.

Table 2 lists the results. Simply enhancing the speech with
the pre-trained SE model fails to significantly improve the per-
formance of the original SER model, except for the CS-FRCRN
approach in the -5dB condition. For example, the FRCRN
model slightly improves the performance in the 0dB and the
-5dB conditions but fails to achieve good results in 10dB and
5dB conditions. While both SE models successfully suppress
the background noise and improve the audio quality, as shown
in Table 1, they still degrade or cannot significantly improve the
performance when the SNR level is high. These results imply
that improving the audio quality does not guarantee improving
the SER performance. The SE speech manipulations can adver-
sarially affect the discriminative information relevant to SER.

In contrast to the baselines, the KoD framework signifi-
cantly improves arousal and dominance prediction performance
under all SNR levels. In the 10dB condition, it improves the
original SER model’s performance by 6.7% for arousal and
7.8% for dominance without adapting any parameters to the

noisy conditions. In the -5dB condition, it provides 7.1%
(arousal) and 6.4% (dominance) improvements over the CS-
FRCRN baseline. The KoD strategy performs better than using
all the enhanced frames by simply dropping the noisy frames.
This result demonstrates that avoiding the distortion of the orig-
inal speech is important for arousal and dominance predictions.
Despite these improvements, the KoD framework fails to im-
prove the valence performance of the original SER model. The
results are worse than enhancing the speech with the FRCRN
model in the 0dB and -5dB conditions. The KoD framework
drops unreliable frames, which could destroy the linguistic in-
formation of the given speech. According to the study of Wag-
ner et al. [5], valence performance correlates to the linguistic
information implicitly included in the transformer-based self-
supervised learning (SSL) speech representation models such
as WavLM, which were primarily built for automatic speech
recognition (ASR). It is expected that dropping frames affects
the linguistic information in WavLM, decreasing the valence
performance.

Compared to the KoD framework, the KoS-FRCRN shows
better performance for valence prediction. It yields 5.4% and
15.5% improvement for valence in the 0dB and -5dB condi-
tions, respectively. In addition, it successfully improves the
original SER model’s performance for all the attributes, except
for the 10dB condition. Compared to the Original model, it
improves the performance by 17.5% (arousal), 16.6% (dom-
inance), and 10.6% (valence) under -5dB conditions. KoS-
MetricGAN+ does not perform better than the KoD framework
but performs much better than enhancing all the frames with
the MetricGAN+ method. All these results indicate that avoid-
ing the distortion of original speech information is important for
emotion prediction. Also, it is important not to drop frames to
preserve the lexical information for valence prediction.

6. Conclusions
We proposed a KoD framework that selects the reliable frames
and discards the unreliable ones to improve the noise robust-
ness of the SER model. This framework can avoid the distor-
tion introduced by the SE module on the speech signal by learn-
ing what to keep while minimizing the influence of background
noise. Our experiment demonstrated that the KoD framework
can improve the performance for arousal and dominance by
keeping the original speech information. Our experiment also
suggests that the selective application of enhanced frames per-
forms better than enhancing all the frames, implying the impor-
tance of keeping lexical information conveyed on SSL speech
representations for valence prediction. For real-world applica-
tions, we plan to investigate how we can decrease the compu-
tational overhead of KoD and KoS frameworks while keeping
their strengths under noisy conditions.
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