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Abstract

The field of speech emotion recognition (SER) is constantly
evolving with the surge in voice data and linguistic diversity.
This growth highlights the need for SER systems capable of
overcoming language barriers in both linguistic structure and
cultural expression of emotions. We envision a SER framework
that captures general trends in the expression of emotions, while
also modeling language-specific information. Our study inves-
tigates low rank adaptation (LoRA) for creating multilingual
SER models, applying LoRA in a multilingual context to effi-
ciently adapt pre-trained models to new languages with mini-
mal changes. This enhances cross-lingual adaptability and effi-
ciency of SER systems, refining models to recognize emotions
across languages without extensive retraining. In this study, we
focus on exploring this method to bridge the gap between En-
glish and Taiwanese Mandarin in naturalistic settings, demon-
strating strong performance in both languages.

Index Terms: speech emotion recognition, low rank adapta-
tion, cross-lingual adaptability, affective computing

1. Introduction

With global communication increasingly crossing linguistic
boundaries [1], it is important to design speech emotion recog-
nition (SER) systems capable of functioning across multiple
languages. This need is further intensified by the consider-
able differences in linguistic structures and cultural nuances of
the expression of emotions [2, 3], especially among languages
from different families. Feraru et al. [4] investigated SER’S
performance across various languages, distinguishing between
within-language family and cross-language family scenarios.
The findings indicated the necessity of selecting a base language
closely related to the target languages for optimal SER model
performance. This observation underscores the complexities of
developing systems for cross-lingual applications, particularly
for languages that are very distinct, such as English and Tai-
wanese Mandarin. These languages vary not only in phonetic
and syntactic structures but also in their use of prosody to con-
vey lexical and emotional information, posing significant chal-
lenges for conventional SER models [5].

Traditional SER systems, primarily designed for monolin-
gual use, often struggle to recognize emotions in languages
other than their training language, as evidenced by previous
studies [4, 6, 7]. These cross-lingual challenges limit the ef-
fectiveness of SER systems in multilingual contexts and high-
light a significant gap in the field’s capability to serve a glob-
ally diverse audience. Recognizing this gap, our study explores
the use of Low Rank Adaptation (LoRA) [8] to create versatile
multilingual SER models. LoRA delivers a parameter-efficient
fine-tuning (PEFT) approach to adapt models to perform better
on tasks diverging from the original main task a model has been

trained for. PEFT approaches like embedding prompt learning
[9], adapter tuning [10], and LoRA [8] are techniques that only
require a small number of parameters to be updated for adap-
tation, taking advantage of already pre-trained networks. Ap-
proaches such as LoRA have been widely explored in natural
language processing [11, 10]; however, these approaches have
not been widely explored for SER [12].

This study explores the applicability of LoRA to speech
emotion recognition specifically focused on modeling emo-
tional attribute prediction in a multilingual setting. A key differ-
ence in our study is the use of LoRA to introduce information
about a second language into a monolingual model by tuning
only a fraction of the parameters needed for a full fine-tuning
process. The goal is to build a model that is language agnos-
tic and retains strong performance across languages without the
need to specify the target language when processing inputs by
the emotion recognition model. As PEFT has been shown to
perform well in other domains like vision [13], speech [14], and
categorical SER [12], we expect to capture language-specific
information using LoRA, complementing the information pro-
vided by the core language-agnostic representation. Further-
more, we also analyze how effectively we can achieve robust
performance in more than one language with a single model
that has been trained with two very dissimilar languages.

We validate our experiments on two naturalistic datasets:
the MSP-Podcast corpus [15] for English and the BIIC-Podcast
corpus [16] for Taiwanese Mandarin. We assess the effec-
tiveness of our proposed method by implementing our ideas
with two large variants of pre-trained self-supervised learning
(SSL) frameworks, WavLM [17] and HuBERT [18]. Our find-
ings indicate that our proposed method for multilingual SER
with LoRA enhances cross-lingual performance while main-
taining robust results in the original language used to initially
fine-tune the SSL models. Our experimental results show that
this approach is capable of maintaining a balanced performance
across emotional dimensions in a cross-lingual context. Addi-
tionally, our study examines the impact of data volume on the
cross-lingual efficacy of these models when applying LoRA.
The approach can achieve comparable results with a signifi-
cantly reduced number of recordings — 60% less for the BIIC-
Podcast corpus (Taiwanese Mandarin) and 76% less for the
MSP-Podcast corpus (American English) — demonstrating the
potential of LoRA for efficient language adaptation in SER.

2. Background
2.1. Multilingual Emotion Recognition
Early studies conducted research in multilingual SER, examin-
ing its efficacy across a range of languages [19, 4, 20]. Feraru

et al. [4] differentiated between language families. The study
showed that maintaining consistent performance across diverse



languages presents additional challenges, finding that the use
of a base model trained on a language with linguistic similar-
ities to the target languages significantly enhances SER model
performance. Lee et al. [21] explored the impact of employing
regularization and normalization techniques in SER for hetero-
geneous languages. Their findings indicated that using a multi-
task learning framework, which simultaneously predicts gen-
der, emotion, and language as auxiliary tasks, improves SER
models’ performance in multilingual contexts. Zehra et al. [22]
showed that using an ensemble approach with majority voting
is a viable method for multilingual cross-corpus SER.

Sharma [23] investigated the development of a multilingual
SER system utilizing the pre-trained Wav2vec 2.0 model, fine-
tuning it across multiple datasets to recognize categorical emo-
tions effectively. The results showed that the model was able
to outperform state-of-the-art methods for languages contained
in the pre-training corpora. More recently, Upadhyay et al. [24]
explored implementing domain adaptation in cross-lingual sce-
narios using phonetic constraints. The study found that identi-
fying emotion-specific phonetic commonality across languages
and using common vowels as phonetical anchors to perform
unsupervised cross-lingual SER leads to strong performance in
cross-lingual settings.

2.2. Fine-Tuning for Speech Emotion Recognition

The SER field has considerably evolved in recent years with
the rise and availability of SSL models. A common strategy
is to fine-tune a pre-trained model for SER, which has led to
clear performance improvements [25, 26]. Initial studies, such
as those by Pepino et al. [27], explored the efficacy of Wav2vec
2.0 embeddings [28] for SER. Morais et al. [29] extended this
work by fine-tuning both Wav2vec 2.0 and HuBERT [18]. In
these studies, a common trend was the superior performance
over traditional feature-based methods achieved by fine-tuning
SSL models. Wagner et al. [25] offered a thorough analysis of
fine-tuning strategies for SER using Wav2vec 2.0 and HuBERT.
Feng and Narayanan [12] moved away from a fine-tuning
strategy for SER. Instead, they presented an extensive analysis
using PEFT on pre-trained speech models for categorical SER.
In contrast, we present a novel use of PEFT using LoRA for the
prediction of emotional attributes in the context of multilingual
SER, effectively capturing language-specific information.

3. Methodology

We envision a global language-agnostic SER framework that is
complemented by adjusting a smaller set of parameters that cap-
tures language-specific information. We implement our strategy
with Low Rank Adaptation (LoRA). The overall structure of our
approach is depicted in Figure 1 and comprises three primary
modules. The Encoder (“Enc.”’) module incorporates compo-
nents from the pre-trained SSL models, such as WavLM [17] or
HuBERT [18]. Within our framework, this module undergoes
fine-tuning with data from a source language, which we refer
to as language 1. The LoRA module involves blocks that uti-
lize lower-rank adaptation matrices for reparametrization; here,
only A and B are trained with the target language, which we
refer to as language 2. The combination of parameters from the
“Enc.” and “LoRA” blocks is performed as shown in Eq. 1,

h = (WO)languagelx + (BA)language,Qm (1)

where «x is the input, Wy represents the weights of the larger
pre-trained model (blue box in Fig. 1 - Enc.) with matrix Wy €
R?* and BA is the LoRA weights (orange box in Fig. 1 -
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Figure 1: Approach overview. Encoder (”Enc.”) with pre-
trained weights from SSL models (blue) is fine-tuned with lan-
guage 1. LoRA weights (orange) is subsequently trained with
language 2. Pooling layers and FC layers (green) at the head
of the model receive information from both languages at once.

LoRA) with matrices B € R¥*", and A € R"**, and the rank
r < min(d, k).

The third block of our approach is the “Head,” at the
back-end stage. We employ pooling layers followed by fully-
connected (FC) layers for the final prediction. These layers
are the only layers that are trained and optimized with either
one or both languages. The pooling layers leverage attentive
statistics pooling [30], which applies an attention mechanism
to assign varying weights to different frames, thus calculat-
ing both weighted means and weighted standard deviations for
the frames outputted from the combination of the “Enc.” and
“LoRA” outputs. The resulting output from the pooling layer is
then passed on to a simple set of FC layers for the emotional
attribute predictions.

4. Experimental Settings
4.1. Resources

In our experiments, we leverage two public corpora derived
from naturalistic recordings: the MSP-Podcast [15] and the
BIIC-Podcast [16] corpora.

The MSP-Podcast corpus [15] serves as our primary source
for English-speaking data. This study utilizes version 1.11 of
the corpus, which contains 151,654 speaking turns from a vari-
ety of audio recordings, all under Creative Commons licenses.
The training set is composed of 84,030 speaking turns. Ad-
ditionally, the corpus contains a development set with 19,815
segments. For this study, we utilize test set 1, which contains
30,647 segments. At least five annotators have assessed each
speaking turn, providing annotations on emotional attributes,
as well as primary and secondary emotional categories. This
study focuses on the emotional attributes of arousal (calm ver-
sus active), valence (negative versus positive), and dominance
(weak versus strong). The corpus annotations have a Krippen-
dorff’s alpha coefficient () inter-annotator agreement of 0.439
for arousal, 0.384 for dominance, and 0.505 for valence. We
employ the BIIC-Podcast corpus [16] for Taiwanese Mandarin-
speaking data, utilizing version 1.01 of this corpus. It includes
48,815 utterances in the training set, with additional sets for de-
velopment (10,845 utterances) and testing (10,340 utterances).
Similar to the MSP-Podcast corpus, each utterance in the BIIC-
Podcast corpus is annotated by at least five annotators. These
annotators provide evaluations for primary and secondary emo-
tions, and emotional dimensions for arousal, valence, and domi-
nance, which are the focus of our study. The corpus annotations
have an inter-annotator agreement of 0.418 for arousal, 0.432
for dominance, and 0.461 for valence.



Table 1: In-domain results comparisons. CCC scores are re-
ported on the language the models were originally trained on.

HuBERT
| MSP-Podcast | BIIC-Podcast |

Aro. Dom. Val. | Aro. Dom. Val.
Off-the-shelf [ 0.632 0.549 0.384[0.523 0.121 0.280
FineTuned [0.683 0.619 0.645[0.616 0.093 0.382
LoRA 0.684 0.614 0.641[0.613 0.079 0.376
FT(dual) 0.667 0.594 0.595[0.598 0.188 0.305
FT+LoRA [0.682 0.620 0.646 |0.617 0.156 0.352
WavLM

MSP-Podcast BIIC-Podcast

Off-the-shelf [ 0.639 0.564 0.461[0.575 0.186 0.277
FineTuned |0.687 0.619 0.6480.585 0.148 0.347
LoRA 0.685 0.616 0.651[0.601 0.104 0.329
FT(dual) 0.689 0.612 0.642[0.621 0.132 0.383
FT+LoRA [0.686 0.603 0.649[0.622 0.184 0.307

4.2. Implementation Details

We use two pre-trained SSL models to conduct our experiments.
Specifically, we are using the large versions of WavLM [17]
and HuBERT [18]. These models contain 24 transformer lay-
ers and are comprised of ~310M parameters. We used these
models for our study since they are the highest-ranked SSL
models with this configuration for emotion recognition on the
SUPERB Benchmark [31]. We utilized the pre-trained off-the-
shelf models from Hugging Face [32] “facebook/hubert-large-
1160k for HuBERT and “microsoft/wavlm-large” for WavLM.
As evidenced in [25], fine-tuning SER models from pre-trained
SSL models can lead to a significant boost in performance. The
first step is to fine-tune these models using language 1 (blue
and green blocks in Figure 1). We fine-tune these models for
30 epochs, with a learning rate set to le-5, batch size of 32,
and Adam as our optimizer. We use a multi-task setup, where
we jointly predict arousal, valence, and dominance, all at once.
The loss function for the emotional attributes in the regression
models relies on the concordance correlation coefficient (CCC),
which measures the agreement between the true and predicted
emotional attribute scores. Equation 2 illustrates the CCC mea-
surements,
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where p1, and p1,, represent the means of the actual and predicted
scores, respectively, and o, and o, denote the standard devia-
tions of these scores. The term p corresponds to the Pearson
correlation coefficient between the true and predicted scores.
The training objective is to achieve a high correlation between
predicted and actual scores while minimizing prediction errors.

The second part of our model training involves incorpo-
rating LoRA weights into the framework for training. At this
stage, we freeze the weights learned previously from language
1 by the pre-trained SSL model layers (blue block in Fig. 1).
Then, we train the model with only language 2, where the train-
able sections of the model are set to be the orange and green
blocks, as depicted in Figure 1. Our LoRA setup is config-
ured with a rank of 32, the alpha parameter is set to 64, and the
dropout rate is set to p = 0.05. We specify the following mod-
ules of the transformer layers from the SSL model to be targeted
by the LoRA fine-tuning step: Query (Q), Key (K), and Value
(V) matrices, output projection, intermediate dense layers, and
output dense layers. The use of LoRA allows to reparametrize
the model by only training a small percentage of the total model
weights. Our complete model with the pre-trained SSL model,

Table 2: Cross-Lingual CCC results comparisons. We conduct
a one-tailed Welch’s t-test between the approaches to assert sig-
nificance at p-value < 0.05. The symbol * indicates statistical
significance over the highest performing model in each attribute
for in contrast to the other models. “M” represents the MSP-
Podcast corpus and “B” represents the BIIC-Podcast corpus.
In the conditions “M/B” or “B/M,” the order in which they are
listed represents the order in which we used the datasets during
the training process. The symbol "—-" indicates that the spe-
cific module in the respective column was not used.

‘ MSP-Podcast Test ‘

| Head Enc. LoRA| Aro. Dom. Val |

Off-the-Shelf| B —- —- | 0494 0417 0.192
£ | FineTuned B B — |0521 0217 0249
& |LoRA B — B |0494 0367 0244
Z | FT(dual) B/M BM — |0.682 0.612 0.642+
FT+LoRA |BM B M |0.679 0.615+ 0.624
Off-the-Shelf| B —- — | 0516 0418 0.184
=|FineTuned | B B — | 0431 0407 0258
% |LoRA B — B |0503 0387 0237
2 | FT(dual) BM BM — |0.673 0590 0.604
FT+LoRA |BM B M | 0.680 0.616+ 0.647x

| BIIC-Podcast Test |

Off-the-Shelf| M —- —- | 0429 0.175 0.207
&|FineTuned | M M — |0.500 0231 0.231
M |LoRA M — M [0502 0242« 0232
Z | FT(dual) M/B M/B  —- | 0.608 0.198 0.364
FT+LoRA |M/B M B |0.624+ 0.203 0.388«
Off-the-Shelf| M —- —- | 0478 0202 0.220
S|FineTuned | M M — | 0516 0211 0.244
2| LoRA M — M [0523 0236+ 0252
£ | FT(dual) M/B M/B  — | 0.623 0.136 0.405%
FT+LoRA |M/B M B |0.630« 0.191 0.370

LoRA weights, pooling layer, and FC layers contains approxi-
mately 329M parameters. When applying LoRA, we only up-
date ~14M parameters, which is just 4.3% of the model’s pa-
rameters. Similar to the training setup with language 1, we train
the LoRA weights with language 2 for 30 epochs, with a learn-
ing rate set to le-5, batch size of 32, and Adam as our optimizer.
Everything was implemented in PyTorch and trained using an
NVIDIA A100 GPU with 40GB.

5. Experimental Results

This section compares the performance of the explored ap-
proach in cross-lingual settings against a monolingual setup
used for fine-tuning SSL models for SER. The results are re-
ported using CCC scores obtained from test set 1 from the
MSP-Podcast corpus and the standard test set provided in the
BIIC-Podcast corpus. The compared approaches are listed as
follows: “Off-the-Shelf” represents the off-the-shelf HuBERT
and WavLM models where the original weights are frozen and
only the “Head”, as shown in Figure 1, is trained; “FineTuned”
represents a model which has only been trained on one of the
datasets by fine-tuning the “Enc.” and “Head” modules, as de-
picted in Figure 1; “LoRA” represents a model which has only
been trained on one of the datasets by fine-tuning the “LoRA”
and “Head” modules while leaving the Enc. module frozen;
“FT(dual)” represents a model which has been trained on both
languages by fine-tuning the “Enc.” and “Head” modules as
depicted in Figure 1; and “FT+LoRA” represents the proposed
approach described in Section 3.



5.1. In Domain and Cross-Lingual Performance

In Table 1, our “FT+LoRA” method demonstrates improved or
sustained performance in in-domain scenarios, indicating that
integrating a second language via LoRA preserves the model’s
efficacy in the original language of training. The notable excep-
tion is the performance drop observed in the WavLM model
on the BIIC-Podcast corpus for valence. Although less pro-
nounced, this trend aligns with the performance decrease seen
in HuBERT. This result can be explained by the lexical cues
implicitly conveyed in the SSL representation, which have been
shown to be key in valence prediction [25].

Table 2 presents the cross-lingual results for these mod-
els. As anticipated, the monolingual models “Off-the-Shelf”,
“LoRA”, and “Finetuned” exhibit generally lower performance
when applied across languages without adaptation. However,
something interesting happen with dominance results: when
models are trained solely on the MSP-Podcast and then directly
tested on the BIIC-Podcast, dominance scores surpass those
of both the adapted models and the monolingual BIIC-Podcast
models. A possible explanation for this unexpected increase
in dominance performance could be attributed to the nature of
the emotional expression in the languages in question. English,
with its specific prosodic features, might express dominance in
a manner that is more universally detectable, even by models
trained on non-adapted data. Another factor could be the inher-
ent characteristics and larger nature of the MSP-Podcast train-
ing data, which may include a larger pool of expressions of
dominance, leading to an enhancement in the model’s ability
to generalize this emotional attribute across languages.

The “FT+LoRA” approach exhibits robust cross-lingual
performance, particularly with English as the target language.
The upper segment of Table 2 shows that models adapted from
Taiwanese Mandarin to English using “FT+LoRA” significantly
surpass other methods in most configurations. In contrast, when
adapting from English to Taiwanese Mandarin, as shown in the
lower part of the table, the “FT+LoRA” approach still leads in
arousal performance. However, it shows weaker results for va-
lence compared to the “FT(dual)” method with WavLM. While
“FT(dual)” appears to have improvements in the prediction of
valence during cross-lingual testing, it falls short in dominance
compared to our proposed “FT+LoRA” approach. This result
suggests that “FT+LoRA” maintains a more balanced perfor-
mance across emotional dimensions in a cross-lingual context.

5.2. Low-Resource Cross-Lingual Adaptation

In our experiments, we extended the experiments to scenarios
with limited resources. Figure 2 presents the outcomes using
our “FT+LoRA” approach, where the volume of data for lan-
guage 2 in the adaptation is constrained. We varied the quantity
of data available for language 2 for LoRA reparametrization,
sampling 1K, 2K, 5K, 10K, and 20K sentences from the train-
ing set. The development and test sets remained unchanged.
Figure 2 shows the results, where the straight horizontal
lines represent performance using all the sentences in the train
set. The trends reveal that the amount of training data plays a
key role in the performance for all datasets and models, partic-
ularly in low-resource contexts such as 1K, 2K, and 5K data
samples. As anticipated, increasing the data volume gradu-
ally improves results, approaching the results obtained with the
complete training set. With 20K training samples — which rep-
resent a reduction of 60% from the BIIC-Podcast and 76% from
the MSP-Podcast training data — we managed to attain perfor-
mance comparable to that of the complete dataset in all exper-
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Figure 2: Performance on multilingual settings when a lim-
ited amount of data is used for reparemetrization. Horizontal
straight lines across the plots represents results obtained when
using the full training data.

imental conditions. These results highlight the efficacy of the
“FT+LoRA” approach in low-resource settings, underscoring its
adaptability and the critical role of data volume in cross-lingual
model performance. This adaptability is particularly valuable
for languages with limited available data, pointing to a promis-
ing direction for future SER research in multilingual contexts.

6. Conclusions

This study investigated the application of LoRA for multilin-
gual SER. Our experiments demonstrated that LoRA presents a
robust method for enhancing a model’s capabilities to include
more than one language in a SER model while preserving its
original performance in monolingual contexts. Furthermore,
this research underscores the efficiency of LoRA, showing that
tuning a minimal number of parameters can result in substantial
cross-lingual performance improvements. A promising direc-
tion for future research is to expand the scope of this approach
to include more languages. This expansion could involve in-
tegrating additional LoRA reparametrization modules tailored
to different languages, enriching a pre-trained SER model with
a wider array of language-specific emotional information. We
also aim to apply the approach to multimodal SER models [33].
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