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PREFACE

This dissertation was produced in accordance with guidelines which permit the inclu-
sion as part of the dissertation the text of an original paper, or papers, submitted for
publication. The dissertation must still conform to all other requirements explained
in the “Guide for Preparation of Master’s Theses, Doctoral Dissertations, and Doctor
of Chemistry Practica Reports at The University of Texas at Dallas. It must include
a comprehensive abstract, a full introduction and literature review, and a final overall
conclusion. Additional material (procedural and design data as well as descriptions of
equipment) must be provided in sufficient detail to allow a clear and precise judgment

to be made of the importance and originality of the research reported.

It is acceptable for this dissertation to include as chapters authentic copies of
papers already published, provided these meet type size, margin, and legibility re-
quirements. In such cases, connecting texts which provide logical bridges between
different manuscripts are mandatory. Where the student is not the sole author of a
manuscript, the student is required to make an explicit statement in the introductory
material to that manuscript describing the student’s contribution to the work and
acknowledging the contribution of the other author(s). The signatures of the Super-
vising Committee which precede all other material in the dissertation attest to the

accuracy of this statement.
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It is generally accepted that the fusion of two speech signals presented dichotically
is affected by the relative onset time. This study investigated the hypothesis that
spectral resolution might be an additional factor influencing spectral fusion when the
spectral information is split and presented dichotically to the two ears. Two different
methods of splitting the spectral information were investigated. In the first method,
the odd-index channels were presented to one ear and the even-index channels to the
other ear. In the second method the lower frequency channels were presented to one
ear and the high frequency channels to the other ear. The experiments were conducted
with both normal hearing listeners and bilateral cochlear implant listeners. Results
with normal hearing listeners indicated that spectral resolution did affect spectral
fusion. Results with bilateral cochlear implant users indicated that subjects were
able to fuse information presented to the two ears accurately in quiet but not in

noise.
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CHAPTER 1

INTRODUCTION

Binaural hearing enable us to localize the source of sounds and understand speech
in noisy conditions. Early research on bilateral implants predicted that bilateral im-
plantation would more closely approximate the binaural hearing, because it provides
additional acoustic information. FEarly results also showed that bilateral implants

improve speech recognition in noise when compared to the unilateral implants [1].

The question of whether implanting both ears is better than implanting one ear
continues to be a focus of researches in bionic ear development. Efforts were made
in the past to examine whether bilateral implants exhibit the binaural advantage as
normal listeners. Of major importance is the understanding of how information is
integrated centrally when presented to the two ears. Research has shown that the
fusion of information presented to the two ears is a determining factor in obtaining

the binaural advantage.

Fusion of spectral information becomes critical when the information is presented
dichotically to the bilateral implants. In dichotic presentation mode, the information

given to the two ears are different.

Of the three factors investigated in the literature, the relative onset-timing dif-
ference seemed to have the largest effect on dichotic speech perception. The recent

introduction of bilateral cochlear implants spurred the question of whether cochlear



implant listeners would able to fuse speech information presented dichotically. The
aim of this study is to investigate the hypothesis that the spectral resolution might be
an additional factor influencing fusion when the speech signal is presented dichotical-
ly. This study also investigates the potential benefits of dichotic electrical simulation,
namely reduction of channel interaction, since one can simulate the electrodes alter-

nately across the two ears, reduction in power consumption, etc.

To examine the effect of spectral resolution on dichotic speech recognition, noisy
speech was processed into small numbers (6-12) of channels and presented to normal-
hearing listeners dichotically. Two different conditions were considered. In the first
condition, low frequency information was presented to one ear and high frequency
information was presented to the other ear. In the second condition, the frequency
information was interleaved between the two ears with the odd-index frequency chan-
nels fed to one ear and the even-index channels fed to the other ear. The issue is
whether spectral fusion is affected by: (1) poor spectral resolution, or/and (2) the way
spectral information is split (low/high vs. interleaved) and presented to the two ears.
We hypothesize that both spectral resolution and the type of spectral information

presented to the two ears will affect spectral fusion.

The thesis is organized as follows. Chapter 2 presents a review of related literature
in the field of dichotic speech perception and fusion. In Chapter 3, the experimental
procedures and the results with the normal hearing listener are presented. Chapter 4
presents the experiments and the results with binaural cochlear implants. Chap-
ter 4 also discusses the effects of beamforming on the speech recognition. Chapter 5

summarizes the work performed and presents the conclusions.



CHAPTER 2

LITERATURE REVIEW

2.1 Introduction

This chapter presents a review of related literatures starting from the basic introduc-

tion to dichotic listening to description of the factors affecting dichotic listening.

Section 2.2 reviews the literature dealing with the fusion of speech, section 2.3
presents the literature dealing with the effect of intensity. Section 2.4 reviews the
effect of fundamental frequency. Section 2.5 reviews the interleaved presentation

mode.

2.2 Fusion of Speech

Cherry [2] analyzed the recognition of speech by varying the speech signal reaching
the two ears. In one condition the listeners were presented with a mixture of speech
signals to both ears and in the second condition, one speech signal in the mixture was

given to one ear while other speech signal was presented to the other ear.

In the first condition the two separate messages were recorded together and pre-
sented monophonically, and the listeners were asked to report one of the messages.
The subjects were allowed to repeat the messages till they were sure about the mes-

sage they want to identify. The messages that were mixed were selected such that



they were highly correlated to each other. The subjects reported great difficulty in
recognizing the particular sentences. In order to aid the subjects, paper and pencil
was provided so that they can take notes while listening. As a variation to this condi-
tion, the messages spoken by the same speaker was recorded together and presented
to the subjects. Cherry [2] reported that the subjects could get hidden message when
they get two or three words contained in the messages. They seemed to fill up the

rest of the message from their past training.

In the second condition the messages were presented in such a way that one
message was presented in one ear while the other message was presented in the other
ear. The subjects had no problem in identifying the required message and reject the
other message completely. The subjects had no problem in repeating the identified
message. But at the same time the subjects did not have a clue about the rejected

message.

The condition was varied by recording the same message in both the ears and
the onset time on the ears is varied. Cherry [2] reported that the recognition of
the message presented depends on the magnitude of the difference in the onset time
of the two ears. The condition was further complicated by switching the message
between the ears. The subjects were altered to shift their concentration from one ear
to the other provided the shift is slow. But their concentration deteriorated with the
increase in the speed of the switching. This was due to the fact that the noise level
masking the message was extremely low in case of the slow shifting, while the noise

level increased with the increase in speed of shifting.

Introduction of dichotic presentation by Cherry [2] and its application in cocktail



party effect motivated researchers to investigate dichotic listening and the factors

affecting the efficiency of dichotic listening.

Broadbent et al. [3] examined the problem raised by the simple place theory of
hearing. For identifying a vowel in the presence of other sounds, required that all
the formants of the vowel be detected as such and not classified with other sounds.
Broadbent et al. [3] demonstrated this concept by combining the word bid and bird.
The vowels presented in the words had their formants very close to each other, which
makes the task of grouping the formants difficult. So the factor which was critical for

the grouping of sounds was the envelope of the waveform of these sounds.

The basic variation in the recording was that in one condition all the formants were
recorded together and in both tracks, while in the other condition the first formant
was in one track and the second and third formant on the other track. In another
variation the larynx generator frequency used to generate the formants were varied.
The formant presentation to the subjects followed a specific order, the first formant
was given to the left ear while the second formant was given to the right ear. This
was followed for half the part of the experiment and for the rest of the experiment

the pattern was reversed.

Broadbent et al. [3] reported that the formants fuse even when one formant was
given to one ear and the other formant to the opposite ear. But when the larynx
generator frequency varied, the subjects heard two different sounds. Broadbent et al.
[3] also reported that envelope variation had no effect on the fusion when the formants

were given to the same ear.



Broadbent et al. [3] concluded that the sustained formants of different frequencies
were heard as coming from the same place even though one was presented in one ear
and the other one was presented to the other ear as long as the envelope frequency
was the same in both ears. When this frequency differed between the ears, the sounds

seemed to be coming from two different places.

2.3 Effect of Intensity Differences on Fusion

Rand [4] investigated the dichotic method of listening using synthetic CV syllables.
The experiment involved presenting formant F1 in one ear and the formants F2 and
F3 in the other ear. Dichotic listening was analyzed by varying the intensity of
F2 and F3. The syllables [ba,da,ga] were used as test materials. These syllables
were synthesized using the Haskins Laboratories parallel resonance synthesizer. The

syllables were recorded in a tape for both binaural and dichotic conditions.

In the dichotic condition, the intensity of F'1 and F2 were recorded in six levels of
attenuation ranging from 0 to 50 dB. For binaural listening the six levels of attenuation
ranged from 0 to 30 dB. Calibration signal which was a sustained [a], a vowel was

recorded on both channels for both conditions.

The experiments were conducted with four subjects who were asked to identify
the consonant played. The result proved that both dichotic and binaural condition
yields 100% performance for small attenuation and decreases at higher attenuations.
Rand [4] reported that the dichotic presentations performance remained above the

chance level for higher attenuation when compared to the binaural conditions. Ap-



proximately 20dB of attenuation separated the two curves indicating a massive release
from masking, thus proving that the possible masking which occurred in the normal

binaural mode could be eliminated when signal were presented dichotically.

As an addendum to the above experiment, the dichotic and binaural comparison
was performed by recording the formant transition alone in one ear and the rest of the
formants in the other ear. The result suggested that the binaural presentation of the
main experiment produced roughly 5 dB greater masking than binaural presentation
of the modified experiment. In contrast the dichotic presentation was uniform in both
cases. Rand [4] concluded that the dichotic presentation mightbe advantageous to

increase the intelligibility under poor SNR.

Cutting [5] examined six different fusions and investigated its robustness against
variation in three parameters, namely relative onset time of the two opposite ear
stimuli, their relative intensity and their relative fundamental frequency. Among
these six types of fusion sound localization was the most common type and it was
used as the reference for the other fusions. Cutting [5] analyzed the spectral fusion

which was first reported by Broadbent et al. [3].

The experiments were conducted could be broadly divided into four parts. In the
first part the onset time was varied and the robustness of the fusion was examined.
In the second part the relative intensity was varied and the robustness of the fusions
was evaluated. In the third part the fundamental frequency was varied while in the
forth part the listeners were asked to report number of items heard in each condition.
For the spectral fusion, syllables /ba/, /da/, /ga/ were used. The first formant of

these syllables was recorded in one channel while the second formant was recorded



in the second channel. For the variation in the onset timing, seven lead times were
selected: 0, 10, 20, 30, 40, 80 and 160 msecs. A sequence of 72 items was recorded
and the listeners were asked to write down the initial consonant that they heard
clearly. Cutting [5] reported that in case of the spectral fusion, the fusion probability
decreased with the increase in onset time. As the onset time increased the listeners
reported all the items as /ba/ as the first formant of all the items sounds like /ba/

when presented alone.

In the second part the relative intensities were varied. One of the stimuli was
maintained at 80 dB SPL while in the other channel the intensity difference was in-
creased by 0, 5,10,15,20, 25, 30, 35 and 40 dB. This condition was very similar to
the experiments conducted by Rand [4], the results reported by Rand [4] were just
referred. Cutting [5] reported that there was no information loss or alteration in
spectral fusion because the acoustic information of the opposite ear stimuli was sim-
ply restructured back into the original form from the component parts in a straight
forward manner. For the third experiment a 24-item sequence was recorded to exam-
ine the robustness of spectral fusion when varying fundamental frequency. The first
formant is held constant at 100 Hz while the second formant was varied as 100, 102,
120 and 180 Hz. Cutting [5] reported that the spectral fusion was immune to funda-
mental frequency variation. The listeners were able to identify the syllable clearly for
all fundamental frequency variations. Cutting [5] attributed this to the fact that the
fundamental frequency variation resulted in the two items being presented, but since

the listeners had to choose one, they generally ignore the other one.

In order to substantiate this fact, Cutting [5] conducted the fourth part of the



experiment in which the listeners were asked to report the number of sounds they
heard. The stimuli used in the third experiment were used again in this experiment.
The number of one-item responses dropped significantly as the fundamental frequency
difference was increased. For the spectral fusion Cutting [5] reported a decrease of

58% for the change in fundamental frequency.

2.4 Effect of Fundamental Frequency

Darwin [6] study supported the results obtained by Cutting [5] . Darwin [6] inves-
tigated whether a common fundamental determined the grouping of the formants to
form the correct syllables. Thus grouping of harmonics having the same fundamen-
tal would increase the intelligibility of the vowel, while the grouping of harmonics of

different fundamentals deteriorated the intelligibility of the vowel.

The sounds used in his experiments were produced by filtering a train of clicks
through parallel digital second-order filters. The resonant frequencies of the filter and
the period and intensity of the click train entering each filter were under dynamic
program control, but the bandwidths of the filters were fixed at 50, 60 and 100 Hz
for formant 1, 2 and 3 respectively. Ten vowels were synthesized in which half of
them had the same fundamental and in the other half the third formant had different
fundamentals. The experiments were conducted with 10 normal hearing subjects.
subjects had to report the clearest vowel they heard. Darwin [6] reported that the
percentage correct for the same fundamental and different fundamental was almost

at the same average percentage of 72% thereby supporting the report by Cutting [5].
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Darwin [6] concluded that although varying the formant fundamental clearly increased
the number of sounds that were reported, none of them had any consequences on the
intelligibility of the vowel. Thus although the subjects heard multiple sounds, they

were able to identify the vowel without any difficulty.

2.5 Dichotic Interleaved Presentation of Speech Signals

Analyses of dichotic speech perception led to various ways of implementing dichotic
presentation. One of the most successful modes of presentation was the interleaved
presentation wherein the speech signal was divided into number of frequency bands
and all the odd bands were presented to one ear while the even bands were presented

to the other ear.

Lunner et al, [7] compared the digital filter bank setup with the conventional
analog filter used in the hearing aid. The filter banks were analyzed both for dichotic
and diotic presentation. Lunner et al, [7] reported an improvement in the order of 2
dB in SNR for 50% correct recognition in dichotic condition when compared to the

diotic condition.

The 8-band digital filter bank was an interpolated linear phase FIR filter with
40dB side lobes. The filter bank was implemented on a TI TMS320C25 Digital
Signal Processor. 12 hearing impaired subjects are used for the experiments where

the speech was presented diotically.

The experiment was repeated with the speech presented in dichotic mode. The

experiment was conducted with 3 subjects. In dichotic mode, the odd bands were
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given to one ear and the even bands were presented to the other ear. Since the sen-
sorineural hearing loss was commonly associated with reduced frequency selectivity,
Lunner et al, [7] suggested that this interleaved mode of presentation might alleviate
the problems causing the loss of frequency selectivity. Lunner et al, [7] also con-
firmed this suggestion through the result from the 3 subjects. With these results
Lunner et al, [7] concluded that speech recognition in noise could possibly improved
by splitting the total signal bandwidth with the odd bands being fed to one ear and

the even bands to the other ear.

Pandey et al, [8] examined the effects of sensorineural hearing loss and extended
the research of Lunner et al, [7] . Pandey et al, [8] reported that this sensorineural
hearing loss might increase the spectral and temporal masking resulting in degraded
speech perception. As mentioned in Lunner et al, [7] this could be attributed to
the poor frequency selectivity. The increased spectral masking resulted in reduction
of spectral contrast and also reduced the discrimination of consonant place feature.
Pandey et al, [8] attempted to reduce the effect of the two maskings by using a pair of
time varying comb filters for splitting the speech signals spectrally and temporally for
dichotic presentation. The spectral splitting was implemented by simulating sensory
cells corresponding to alternate bands of the basilar membrane. In temporal masking
the ears get relaxed alternately for some time. Pandey et al, [8] combined both the
splitting, resulting in a periodic relaxation from simulation for all the sensory calls of
the basilar membrane.Simulation results showed that temporal and spectral splitting

of frequency information could improve speech perception performance.
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2.6 Summary

Summarizing the above researches, it can be seen that dichotic mode of presentation
may help in improving speech recognition in noise and may also release the speech
from masking. The spectral splitting of the speech has a significant effect in speech
recognition. In order to investigate further the dichotic mode of speech presentation
and the effects affecting dichotic listening, a set of experiments are performed first
with normal listeners and then with the cochlear implant subjects. The experiments

are presented in Chapter 3 and 4 respectively.



CHAPTER 3

DICHOTIC PRESENTATION FOR NORMAL LISTENERS

3.1 Chapter Outline

This chapter explains the experiments performed with normal hearing subjects. These
experiments form the basis for the tests with cochlear implant subjects. The results
of the implant subjects and the results are explained in the next chapter. Section 3.2
explains the details about the subjects participated in the tests. Section 3.3 lists
the database used for the tests. Section 3.4 explains in great detail about the sig-
nal processing procedure behind simulating the cochlear implant type speech using
MATLAB. Then section 3.5 feature the experimental procedure and the setup used.
Section 3.6 displays the results. Section 3.7 concludes the chapter by analyzing the

results displayed.

3.2 Subjects

Nine normal-hearing listeners (20 to 30 years of age) participated in this Experiment.
All subjects are native speakers of American English. The subjects are paid for their
participation. The subjects are undergraduate students from the University of Texas

at Dallas.

13
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3.3 Speech Materials

Subjects are tested on sentence, vowel and consonant recognition. The vowel test
includes the syllables: ‘heed’, ‘hid’, ‘hayed’, ‘head’, ‘had’, ‘hod’, ‘hud’, ‘hood’, ‘hoed’,
‘whod’; ‘heard’ produced by male and female talkers. A total of 22 vowel tokens are
used for testing, 11 produced by 7 male speakers and 11 produced by 6 female speakers
[not all speakers produced all 11 vowels]. These tokens are a subset of the vowels used
in [9] and are selected from a large vowel database [10] to represent the complete area
of the vowel space. The consonant test uses sixteen consonants in /aCa/ context
taken from the Iowa consonant test [1]. All /aCa/ syllables are produced by a male

speaker.

The sentence test uses sentences from the HINT database [11]. Two lists, con-
sisting of 20 sentences, are used for each condition, and different lists are used in all

conditions.

3.4 Signal Processing

Speech material is first low-pass filtered using a sixth order elliptical filter with a
cut-off frequency of 6000 Hz. Filtered speech is passed though a pre-emphasis filter
(high-pass) with a cut-off frequency of 2000 Hz. This is followed by band-pass filtering
into n (n=6, 8, 12) frequency bands using sixth-order Butterworth filters. The cut-
off frequencies of the bandpass filters are given in Table 3.1. Logarithmic frequency
spacing is used for n=6, and Mel frequency spacing (linear spacing up to 1000 Hz

and logarithmic thereafter) is used for n=8, 12. The output of each channel is passed
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6 Channels 8 Channels 12 Channels
Channels FL FH FL FH FL FH
300.0 | 487.2 | 261.9 | 526.6 | 191.6 | 356.8
487.2 | 791.1 | 526.6 | 857.3 | 356.8 | 549.5
791.1 | 1284.5 | 857.3 | 1270.4 | 549.5 | 774.3
1284.5 | 2085.8 | 1270.4 | 1786.5 | 774.3 | 1036.6
2085.8 | 3387.1 | 1786.5 | 2431.2 | 1036.6 | 1342.5
3387.1 | 5500.0 | 2431.2 | 3236.7 | 1342.5 | 1699.4
3236.7 | 4242.9 | 1699.4 | 2115.8
4242.9 | 5500.0 | 2115.8 | 2601.5
2601.5 | 3168.2
3168.2 | 3829.2
3829.2 | 4600.4
4600.4 | 5500.0

— = =
BE B oo ok w -

Table 3.1. The 3-dB cutoff frequencies (Hz) of the bandpass filters used in this study.
FL and FH indicate the low and high cutoff frequencies respectively of the bandpass
filters.

through a full-wave rectifier followed by a second order Butterworth low-pass filter
with a cutoff frequency of 400 Hz to obtain the envelope of each channel output.
Corresponding to each channel a sinusoid is generated with frequency set to the center
frequency of the channel and with amplitude set to the root-mean-squared (rms)
energy of the channel envelope, estimated every 4 ms. The phases of the sinusoids
are estimated from the FFT of the speech segment as per [12]. No interpolation is
done on the amplitudes or phases to smooth out any discontinuities across the 4-ms

segments.

Two sets of sine waves are synthesized for dichotic presentation, one corresponding
to the left ear and one corresponding to the right ear. The sine waves with frequencies
corresponding to the left-ear channels are summed to produce the left-ear signal,

and similarly, the sine waves corresponding to the right-ear channels are summed
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to produce the right-ear signal. In the condition, for instance, in which the low
frequency information is presented to the left ear and the high-frequency information
is presented to the right ear, the envelope amplitudes corresponding to channels
1 —n/2 are used to synthesize the left-ear signal and the amplitudes corresponding to
channels n/2 + 1 —n are used to synthesize the right-ear signal. The levels of the two
synthesized signals (left and right) are adjusted so that the sum of the two levels is
equal to the rms value of the original speech segment. This is done by multiplying the
left and right signals by the same energy normalization value. Hence, no imbalance
is introduced, in terms of level differences or spectral tilt, between the left and right

envelope amplitudes.

3.5 Procedure

The experiments are performed on a PC equipped with a Creative Labs Sound-
Blaster soundcard. Stimuli are played to the listeners either monaurally or dichotically
through Sennheisers HD 250 Linear II circumaural headphones. For the vowel and
consonant tests, a graphical user interface is used that enabled the subjects to indi-
cate their response by clicking a button corresponding to the syllable played. For the
sentence test, subjects are asked to write down the words they hear. The sentences
are scored in terms of percent words identified correctly (all words were scored). Dur-
ing the practice session, the identity of the test syllables (vowels or consonants) and

sentences is displayed on the screen.

At the beginning of each test the subjects are presented with a practice session in
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which the speech materials are processed through the same number of channels used
in the test and presented monaurally in quiet and in +5 dB speech-shaped noise. For
further practice, vowel and consonant tests are administered with feedback to each
subject. Three repetitions are used in the feedback session. The practice session
lasts approximately 2 hrs. After the practice and feedback sessions, the subjects are
tested with the various dichotic and monaural conditions. The vowels and consonants
are completely randomized and presented to the listeners six times. No feedback is
provided during the test, and all the tests are done with speech embedded in +5 dB

speech-shaped noise taken from the HINT database.

Two different dichotic conditions are considered. In the first condition, which we
refer to as low-high dichotic condition, the low frequency information (consisting of
half of the total number of channels) is presented to one ear, and the high-frequency
information (consisting of the remaining half high-frequency channels) is presented to
the other ear. In the second dichotic condition, which we call odd-even (or interleaved)
dichotic condition, the odd-index frequency channels are presented to one ear, while
the even-index channels are presented to the other ear. In the monaural condition,
the signal is presented monaurally to either the left or the right ear (chosen randomly)
of the subject. The order in which the conditions and number of channels is presented
is partially counterbalanced between subjects to avoid order effects. In the vowel and
consonant tests, there are 6 repetitions of each vowel and each consonant. The vowels
and the consonants are completely randomized. A different set of 20-sentence lists is

used for each condition.

Pilot data shows that the 12-channel condition in +5 dB S/N yielded performance
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close to ceiling. Hence, for the 12-channel condition, we performed additional listen-
ing experiments to assess whether subjects are indeed integrating the information
from the two ears, or whether they are receiving sufficient information in each of the
two ears alone. For comparison with the odd-even stimuli presented dichotically, two
additional conditions are created. In the first condition, the odd-index channels are
presented to the left ear alone, and in the second condition, the even-index channels
are presented to the right ear alone. Similarly, for comparison with the low-high stim-
uli presented dichotically, the low-frequency channels (lower half number of channels)
are presented to the left ear alone and the high-frequency channels are presented to
the right ear alone. Sentences, vowels and consonants were processed though the
one-ear conditions for the odd-even condition comparison. Vowels and consonants
are also processed through the one-ear conditions for the low-high comparison. No
sentences are processed for the low-high comparison since there are an insufficient

number of unique sentences in the HINT database.

3.6 Results

The mean percent correct scores for sentence, vowel and consonant recognition is

shown in Fig. 3.1 as a function of number of channels for different presentation modes.

3.6.1 Sentences

A two-way ANOVA with repeated measures, using spectral resolution (number of

channels) and presentation mode (monaural, dichotic odd-even and dichotic low-
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Figure 3.1. Mean identification of sentences (scored in percent words correct), vowels
and consonants as a fraction of number of channels and presentation mode (monaural
vs. dichotic). Error bars indicate standard errors of the mean.
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high) as within-subject factors, shows a significant main effect of spectral resolution
[F(2,16)=82.05, p<0.0005], a significant effect of presentation mode [F(2,16)=10.57,
p=0.001], and a significant interaction [F(4,32)=3.36, p=0.02] between spectral res-
olution and presentation mode. Post-hoc tests according to Tukey (at alpha=0.05)
shows that there is a significant (p<0.05) difference between the performance ob-
tained with the two dichotic conditions for 12 and 8 channels, but not for 6 channels.
There is also a significant difference (p<0.05) between the performance obtained with
dichotic presentation (low-high) and monaural presentation for the 6 and 8 channel

conditions, but not for the 12-channel condition.

Fig. 3.2 compares the dichotic performance (12 channels) obtained on sentence
recognition with the performance obtained when the even channels are presented to

the left ear alone, and the odd channels are presented to the right ear alone.

Post-hoc Fishers LSD tests showed that there is a significant difference (p<0.05)
between the one-ear performance and the dichotic performance on sentence recog-
nition, suggesting that subjects are able to integrate the information from the two
ears. That is, the information presented in each ear alone is not sufficient to recognize

sentences in +5 dB S/N with high (>90%) accuracy.

3.6.2 Vowels

A two-way ANOVA with repeated measures shows a significant main effect of spectral
resolution [F (2, 16) =46.05, p<0.0005], a significant effect of presentation mode [F
2, 16) =4.79, p=0.023], and a significant interaction [F (4, 32) =7.16, p<0.0005]

between spectral resolution and presentation mode on vowel recognition. Post-hoc
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Figure 3.2. (Top panel) Mean speech recognition obtained when the odd- and even-
index channels were presented dichotically (hatched bars), the odd-channels were
presented to the left ear only (diagonally filled bars) and the even-channels were pre-
sented to the right ear only (dark bars). (Bottom panel). Mean vowel and consonant
recognition obtained when the low- and high-frequency channels were presented di-
chotically (hatched bars), the low-frequency channels were presented to the left ear
only (diagonally filled bars) and the high-frequency channels were presented to the
right ear only (dark bars). Speech materials were processed through 12 channels.
Error bars indicate standard errors of the mean.
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tests according to Tukey shows that there is a significant (p<0.05) difference between
each of the dichotic conditions and the monaural condition for 8 channels. There is

also a significant difference between the two dichotic conditions for 6 channels.

Fig. 3.2 compares the performance obtained dichotically (for both conditions) with
the performance obtained with the left and right ears only. Post-hoc Fishers LSD tests
shows that there is a significant difference (p<0.05) between the one-ear performance
and the dichotic performance on vowel recognition, suggesting that subjects are able
to integrate the information from the two ears and obtain a vowel score higher than

the score obtained with either ear alone.

3.6.3 Consonants

A two-way ANOVA with repeated measures shows a significant main effect of spectral
resolution [F (2, 16) =46.05, p<0.0005], a non-significant effect of presentation mode
[F (2, 16) =4.79, p=0.34], and a significant interaction [F (4, 32) =7.16, p=0.002]
between spectral resolution and presentation mode on consonant recognition. As
shown in Fig. 3.1, the presentation mode (dichotic vs. monaural) has no effect on

consonant recognition.

Fig. 3.2 compares the consonant performance obtained dichotically against the
performance obtained with either the left or right ears alone. Post-hoc Fishers LSD
tests shows that there is a significant difference (p<0.05) between the one-ear perfor-

mance and the dichotic performance on consonant recognition.

The consonant confusion matrices are also analyzed in terms of percent informa-
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tion transmitted as per [13]. The feature analysis is shown in Fig. 3.3. A two-way
ANOVA performed on each feature separately shows a marginally significant effect of
presentation mode for manner (p=0.04) and voicing (p=0.047) and a non-significant
effect for place (p=0.31). There is a significant interaction for place and voicing
(p<0.005), but not for manner (p=0.13). There is significant effect (p<0.005) of

spectral resolution for all three features.

3.7 Discussions

The above results indicate that the effect of presentation mode (dichotic vs. monau-
ral) differed across speech materials and degree of spectral resolution. The recognition
of sentences is affected the most. Recognition of vowels is also affected but to a lesser
degree. As it is evident from the mean performance on sentences processed through
6 and 8 channels, subjects are not able to fuse sentences presented dichotically in the
low-high condition with the same accuracy as when presented monaurally. Subjects
are also not able to fuse vowels, processed through 8 channels and presented dichot-
ically (in either low/high or even-odd conditions), with the same accuracy as when
presented monaurally. It should be noted that there is large subject variability in
performance (see Fig. 3.4) for vowels and sentences processed through 6 channels [see
for instance subjects S1, S2 and S7 performance on sentence recognition, and subjects
S4, S5 and S7 performance on vowel recognition]. In contrast, subjects are able to
fuse vowels and sentences processed through 12 channels very accurately and more
consistently. These results suggest that spectral resolution may have a significant

effect on spectral fusion depending on the dichotic presentation mode (low/high vs.
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interleaved). No such effect is found for consonants. Consonants are fused accurately
with both dichotic presentations regardless of the spectral resolution. The difference
in effect on spectral fusion between consonants and the other speech materials sug-
gests that vowels and sentences might be better (more sensitive) speech materials to
use in studies of dichotic speech perception. This conclusion must be viewed with
caution taking into account the fact the performance variability may be partially due
to the variability in speech material used in this study, with the vowel material being
more variable (produced my both male and female talkers, with multiple productions
of each vowel) and the consonant material being less variable (produced by a single

male talker with a single production of each consonant).

When interpreting the results on vowel recognition, two confounding factors need
to be considered. First, the filter spacing is logarithmic for the 6-channel condition
and Mel-like for the 8 and 12 channel conditions. We cannot exclude the possibility
that a different outcome may have been obtained if different filter spacing is used, and
this warrants further investigation. Second, the 8 and 12 channel conditions have a

slightly larger (by about 38-108 Hz) overall bandwidth than the 6-channel condition.

Given that the roll-off of the 6th-order filters used is not too sharp, and the results
from our previous study [14] indicating no significant difference on vowel recognition
between different signal bandwidths, we do not believe that the additional bandwidth

in the 8 and 12 channel conditions affected the outcome of this study.

No effect on spectral fusion is found in this study in the identification of consonants
processed through a small number of channels. This outcome is consistent with the

findings in the study reported by [15] with bilateral cochlear implant listeners. [15]
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presented consonants in /aCa/ context to 2 bilateral implant users. The consonants
are presented dichotically in the same two conditions used in our study, even-odd
and low-high conditions. The bilateral subjects are fitted with 6- and 8-channel
processors. Results shows a small advantage of dichotic stimulation, however the
difference is not statistically significant. No experiments are done in [15] with other
speech materials. Identification of consonants, in general, is known to be robust to
extremely low spectral-resolution conditions ([16]; [17]) and even conditions in which
large segments of the consonant spectra are missing ([18]; [19]). Dichotic identification

of consonants does not seem to be an exception.

The fact that the listeners are not able to fuse with high accuracy sentences
processed through 6 and 8 channels and presented in the low-high dichotic condition
cannot be easily explained given that we does not manipulate in this study the relative

onset time, the FO or the relative intensity of the two signals presented to each ear.

One possible explanation is that the information presented in each ear is so im-
poverished, due to the high noise level and low spectral resolution (3 or 4 channels in
each ear), that it is not perceived as being speech by the auditory system, hence it is
not integrated centrally. This is based on the assumption that the ability to fuse a
sound presented to one ear with another sound presented to the other ear must de-
pend on recognizing that the two components come from the same speech utterance
(and probably the same talker). In contrast, in the 12-channel condition the subjects
has access to 6 channels of information in each ear, and we know from Fig. 3.2 that
moderate levels of performance can be achieved in +5 dB S/N with only 6-channels

presented to each ear. A similar outcome is also reported by [20] with HINT sentences
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presented dichotically in quiet with even channels fed in one ear and odd channels
fed in the other ear. Sentences are processed through 6 channels in a manner similar
to this study. Sentence scores obtained monaurally are significantly higher than the

scores obtained dichotically.

In addition to observing a significant difference between the dichotic and the
monaural conditions, a significant difference is also observed between the two dichotic
conditions. The way spectral information is split and presented to the two ears is
important for vowel and sentence recognition, but not for consonant recognition. For
sentences processed through 8 and 12 channels, the mean scores obtained with the
interleaved (odd-even) condition are significantly higher than the scores obtained with

the low-high condition.

For vowels processed through 6 channels, the scores obtained with the low-high
condition are significantly higher than the scores obtained with the interleaved con-
dition. The higher scores obtained with the low-high condition in vowel recognition
may be attributed to the fact that in this condition F1 information (low frequency in-
formation) is presented to one ear and F2 information (higher frequency information)
is presented to the other ear. This condition must be easier to deal with compared
to the more challenging condition (interleaved) in which pieces of F1 and F2 infor-
mation are distributed between the two ears. Subjects did not have difficulty piecing
together the F1/F2 information, however, when the vowels are processed through 8
and 12 channels. The above explanation can not be easily extended to sentences,
because the situation with sentences differs from that of vowels, in that listeners are

relying on other cues, besides F1/F2 information, for word recognition.
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One possible explanation for the higher scores obtained in sentence recognition
with the interleaved condition is that it provides greater dichotic release from masking
(a phenomenon first reported in [4]) compared to the low-high condition. Rand [4]
presented the F1 of CV syllables to one ear, and the F2 attenuated by 40 dB to the
other ear, and observed that subjects are able to identify the consonants accurately
despite the large relative intensity differences between the two formants. However,
when he attenuated the upper formants by 30 dB and presented the stimuli to both
ears (i.e., diotically), the listeners are unable to identify the consonants accurately.
Rand [4] attributed the advantage of dichotic presentation to release from spectral

masking.

Others (e.g., [7], [8], [21], [22]) have attempted to exploit the dichotic release from
masking in bilateral hearing aids and advocated the use of dichotic presentation as a
means of compensating for the poor frequency selectivity of listeners with sensorineu-
ral hearing loss. Lunner et al, [7] fitted three hearing-impaired listeners with 8-channel
hearing aids and presented sentences dichotically, with the odd-number channels fed
to one ear and the even-number channels fed to the other ear. An improvement of 2
dB in speech reception threshold (SRT) is found compared to the condition in which
the sentences are presented binaurally. Franklin [22] investigates the effect of present-
ing a low-frequency band (240-480 Hz) and a high-frequency band (1020-2040 Hz) on
consonant recognition in six hearing impaired listeners with moderate to severe sen-
sorineural hearing loss. The scores obtained when the low and high frequency bands
are presented to opposite ears are significantly higher than the scores obtained when

the two bands are presented to the same ear. Unlike the above two studies, a few
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other studies (e.g., [21], [23]) finds no benefit of dichotic presentation with hearing-
impaired listeners tested on synthetic /b d g/ identification [23] or vowel/consonant

identification [21].

In the present study, speech is synthesized as a sum of a small number (6-12) of
sine waves. Sine wave speech is advocated in our earlier work [17] as an alternative
to noise-band simulations, [16] acoustic model for cochlear implants. This acoustic
model is not meant by any means to mimic the percept elicited by electrical stim-
ulation, but rather to serve as a tool in assessing CI listener’s performance in the
absence of confounding factors (e.g., neuron survival, electrode insertion depth, etc.)
associated with cochlear implants. We previously demonstrated on tests of reduced
intensity resolution [24], reduced spectral contrast [25] and number of channels of
stimulation [26] that the performance of normal-hearing subjects, when listening to
speech processed through the sine wave acoustic model, is similar to that of, at least,
the better performing patients with cochlear implants. In that context, the results
of the present study might provide valuable insights to bilateral cochlear implants.
The performance obtained with the interleaved dichotic condition is not significantly
different from the performance obtained monaurally when the speech materials were

processed through 12 channels.

For bilateral patients receiving a large number of channels (>12), dichotic stim-
ulation might therefore provide an advantage over unilateral stimulation, in that it
can potentially reduce possible channel interactions since the electrodes can be stim-
ulated in an interleaved fashion across the ears without sacrificing performance. For

patients receiving only a small number of channels of information, dichotic (electric)
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stimulation might not produce the same level of performance as unilateral (monaural)
stimulation, at least for sentences presented in the low-high dichotic condition. The
large variability in performance among subjects should be noted however (Fig. 3.4).
Lastly, of the two methods that can be used to present spectral information dichoti-
cally, the interleaved method is recommended since it consistently outperformed the

low-high method in sentence recognition.



CHAPTER 4
DICHOTIC SPEECH RECOGNITION BY BILATERAL COCHLEAR

IMPLANTS LISTENERS

4.1 Chapter Outline

This chapter outlines the experimental setup used for the experiments with cochlear
implant subjects. Section 4.2 gives a brief introduction to the Spear 3 processor used
in these experiments, and Section 4.3 tabulates the profile of the subjects participated
in the tests. Section 4.4 describes the speech materials used, Section 4.5 explains the
experimental setup, and Section 4.6 explains the procedure followed for the tests.
Section 4.7 summarizes the results. Section 4.8 explains the effect of beamforming on
the intelligibility of Cochlear Implant listeners. Section 4.9 describes the beamforming

experiments. Section 4.10 summarizes the results. Section 4.11 analyzes the results.

4.2 SPEAR3 Research Processor

4.2.1 Introduction

The Speech Processor for Electrical and Acoustic Research (SPEAR3) is a speech
processor designed primarily for cochlear implant and hearing aid research. With
2-channel audio I/O and twin implant drivers, the SPEAR3 embodies many of the

features required for bilateral implant or hearing aid research in a portable device.

32
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Figure 4.1. SPEAR3 Functional Diagram

4.2.2 Functional Description

The speech processor consists of a number of blocks as shown in the Fig. 4.1. Each

block is described in the sub sections.

4.2.2.1 Audio Section Input

The SPEAR3 processor accepts low-level audio from two headset microphones. Al-
ternatively an external mono or stereo microphone can be plugged into a standard
3.5mm socket. A stereo CODEC converts the audio input to linear 16-bit words for
processing by the DSP. The CODEC uses 16-bit Sigma-Delta conversion after per-
forming anti-alias filtering. Data from the DSP are converted by the CODEC back to
an analog audio signal and amplified by a power amplifier capable of driving two low

impedance hearing aid drivers. It may also drive stereo headphones to aid software
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debugging.

4.2.2.2 DSP

The Motorola DSP56309 24-bit digital signal processor is at the core of the speech
processor. It performs all signal processing tasks, such as filtering, spectral analysis
and coding functions. The DSP also performs house keeping functions such as moni-
toring front panel controls, measuring battery states, and communicating with a host

PC during configuration.

A Flash RAM provides non-volatile storage for program storage and data such
as patient maps. This device can also be used for storing user settings when the
processor is turned off. A serial data link is used to program the speech processor
from a PC and perform limited diagnostic tasks. A simple interface (SPS) connects
the SPEAR3 to a standard PC serial port. The SPEARS3’s DSP also has a OnCE
port that can be connected to a host system for more advanced program development

and debugging using standard DS P56300 development tools.

4.2.2.3 Implant Transmitter

The SPEAR3 contain two identical but independent transmitter sections that can be
used to drive Cochlear’s 22 and 24 channel cochlear implant devices. These sections
receive stimulus data from the DSP and encode the data into a serial data stream
which modulates a radio frequency driver which in turn drives the coil of the implant

headset.
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The SPEAR3 may be used with a single implant but is also capable of being used
by bi-laterally implanted users. A combination of 22 and 24 channel implants can be
accommodated. Since the transmitter is independent of the Audio output section, it
is also possible to use the SPEAR3 with combinations of implants and hearing aids,

in either “combionic” configurations, or residual hearing configurations.

4.2.3 SPEARS3 Speech Processing System

The Speech Processing System provides a means for programming the SPEAR3 pro-
cessor for speech coding research with cochlear implants. The system comprises two
components: (1) a core speech coding program for the SPEARS3 processor known as
CSPEAK (Configurable SPEAK), and (2) a MS-Windows program known as Seed-
Speak, which configure the parameters of CSPEAK, and programs the SPEAR3 pro-
cessor. The system supports unilateral and bilateral implant configurations. Many
program and client parameters, such as rate of stimulation, analysis (update) rate,
number of bands (channels), and number of maxima, loudness growth mapping pa-
rameters, and subjective threshold and comfortable stimulation levels can be config-

ured by the system.

The core speech coding program (CSPEAK) is a Configurable version of the
SPEAK strategy that can be configured to emulate the SPEAK, ACE or CIS strate-
gies. The Seed-Speak (MS-Window) application is used to configure parameters of
the core program, such as those described above, as well as to provide a mechanism for
maintaining client (patient) maps and to load these maps into the SPEAR3 processor.

Seed-Speak can also be used to configure the filter bank used by the core program.
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Figure 4.2. Seed Speak Client Map Settings Window

The filter bank can be matched to that used by the ACE or SPEAK (SPrint) speech
coding strategies or designed to some other specification. In addition, Seed-Speak
provides some psychophysics functions for measurement of subjective threshold and
comfortable loudness levels, sweeping of electrodes, electrode-pitch estimation and

loudness balancing. Fig. 4.2 shows the screen shot of Seed-Speak application.

4.3 Subjects

Four bilateral implant subjects who use the Nucleus24 device were tested. The bio-

graphical data of these subjects are shown in table 4.1.
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Subject | Age Etiology Years Implanted Duration
of Deafness Left Right | of Deafness
S1 38 Unknown 2002 2002 2 years
S2 81 | Progressive Hearing Loss 2001 2001 30 years
S3 44 Auto Immune Disease 5/2001 | 5/2001 | 5 months
S4 34 | Possible cause-Diabetics | 10/2002 | 12/2002 | 10 years

Table 4.1. Biographical data of subjects.

4.4 Speech Materials

HINT database sentences [11] are used for the testing in quiet and the TIMIT database
sentences [27] are used for sentence recognition in noise. The sentences are corrupted
with speech shaped noise at +10dB. Thirty sentences were used for each condition.

The TIMIT sentence list were normed in our lab for equal intelligibility.

4.5 Experimental Setup

All the experiments are carried out using the SPEARS3 bilateral cochlear implant
mentioned in the section 4.2. The CSPEAK program was used for programming
the experimental MAPs. The pulse rate, pulse width and interphase gap were set
to the values used in the subjects daily strategy. To ensure that a fixed number of
electrodes were stimulated in each cycle, we fitted subjects with a 12-channels CIS.
The sentences were played through a MATLAB program and presented to the implant

listners at a comfortable level via the SPEAR3’s auxiliary input jack.
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4.6 Procedure

Nine sets of experiments were performed. The experiments included two dichotic
conditions and a baseline condition for comparison. In order to examine spectral
fusion, two additional experiments were performed. In this set of experiments, the
speech material is presented to one ear only. All the above experiments are conducted

both in quiet as well as in the presence of speech shaped noise at +10dB SNR.

In the first dichotic conditions, which we refer to as low-high dichotic condition,
the low frequency information (consisting of half of the total number of channels) is
presented to one ear, and the high-frequency information (consisting of the remaining
half high-frequency channels) is presented to the other ear. In the second dichotic
condition, which we call odd-even (or interleaved) dichotic condition, the odd-index
frequency channels are presented to one ear, while the even-index channels are pre-
sented to the other ear. In the monaural condition, the signal is presented monaurally
to both the left and the right ears of the subject. The order in which the conditions
are presented is partially counterbalanced between subjects to avoid order effects. As
explained previously, additional conditions are conducted to examine spectral fusion.
For comparison with the odd-even stimuli presented dichotically, the odd-index chan-
nels are presented to the left ear alone, and in the second condition, the even-index
channels are presented to the right ear alone. Similarly, for comparison with the low-
high stimuli presented dichotically, the low-frequency channels (lower half number
of channels) are presented to the left ear alone and the high-frequency channels are

presented to the right ear alone. For comparison with the baseline condition, all 12
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Figure 4.3. Mean scores for the diotic and the two dichotic condition in quiet.

channels are presented to the left ear alone or all the 12 channels are presented to the

right ear alone.

4.7 Results

4.7.1 Results in Quiet

Fig. 4.3 compares the results obtained in the three conditions namely the monaural
and the two dichotic conditions. It is clearly seen that there is no large difference
between the scores obtained with the diotic condition and the scores obtained with
the two dichotic conditions. This suggests that the subjects were able to fuse the

information presented to both ears.

Fig. 4.4 and Fig. 4.5 further demonstrate spectral fusion. Fig. 4.4 shows perfor-

mance obtained when the odd-channels or even-channels were presented to each ear
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Figure 4.4. Mean speech recognition obtained when the odd- and even-index channels
are presented dichotically, the odd-channels are presented to the left ear only and the
even-channels are presented to the right ear only. All the tests are conducted in quiet.
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Figure 4.5. Mean speech recognition obtained when the low- and high-index channels
are presented dichotically, the low frequency-channels are presented to the left ear
only and the high frequency-channels are presented to the right ear only. All the
tests are conducted in quiet.
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Figure 4.6. Mean score for the diotic and two dichotic conditions in noise.

alone. Fig. 4.5 shows performance obtained when the low-frequency channels or high-
frequency chan nels were presented to each ear alone. As can be seen, performance
obtained dichotically is significantly higher than performance obtained with either ear
alone, suggesting that subjects were able to spectrally fuse the information presented

dichotically.

4.7.2 Results in Noise

Fig. 4.6 compares the results for the two dichotic conditions in noise with the base-
line condition (diotic condition). In noise, subjects performed poorly in the dichotic
condition compared to the diotic condition (p<0.005). Fig. 4.7 and Fig. 4.8 provide

a closer look on the fusion of speech signals presented dichotically.

Comparing Fig. 4.6 and Fig. 4.7 with Fig. 4.8 we see that noise disrupts the

fusion of the information presented dichotically. Moreover the large error bars in



42

100
-
= 20 4
o
L]
= &0
[T
]
]
= 40
-
s
= _
a 20
I:I T T
odd-even odd-leftonly even-rightonly
conditions

Figure 4.7. Mean speech recognition obtained when the odd- and even-index channels
are presented dichotically, the odd-channels are presented to the left ear only and the

even-channels are presented to the right ear only. All the tests are conducted in noise
with SNR of +10dB.
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Figure 4.8. Mean speech recognition obtained when the low- and high-index channels
are presented dichotically, the low frequency-channels are presented to the left ear
only and the high frequency-channels are presented to the right ear only. All the
tests are conducted in noise with SNR of +10dB.
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these graphs suggests that the performance in the dichotic condition is largely subject
dependent. Performance is greatly dependent on the ability of the subjects to retrieve

the information masked by the noise and then fuse it.

4.8 Effects of Beamforming on Intelligibility

4.8.1 Introduction

Beamforming techniques have been applied extensively to hearing aids [28]. Green-
berg et al, [29] investigated the effects of adaptive beamforming methods for the bi-
lateral hearing aids. They concluded that depending upon the acoustic environment,
the beamforming improves the intelligibility of the bilateral hearing aids. Motivated
by these findings, the same beamforming technique is investigated for the bilateral

cochlear implants.

4.8.2 Head Related Transfer Function

Consider the situation shown in Fig 4.9 in which the source of the speech reaching a
person comes from his right side at an angle of 6 degrees from the center. The speech
signal from the source reaching the ear on the right does not undergo significant
change, but the signal reaching the other ear undergoes large change mainly due the
head blocking the direct waves reaching the ear. The blocking of the waves by the
head, is termed as the headshadow effect. Many efforts were made to model the head
shadow effect. One approach is to consider the head shadow effect as a linear filtering

system. This in turn helps us model the head shadow effect by a linear FIR tap filter.



44

Obstacle

—————— | Source

Figure 4.9. Head Shadow Effect.

Then the problems in modeling the system narrows down to determining the impulse

response of the FIR filter.

Gardner et al, [30] developed a database of speech signals reaching the two ears
from different elevations and azimuths (angles). The Knowles Electronic Model for
Audio Research (KEMAR) dummy was used for their work. The microphones were
mounted behind the ear of the dummy and placed at the center of the sound source.
The sound source position was varied and for each position, a pair of speech signal
was recorded by the microphones. This work assumed that the torso and pinnae

effects were not present.

Since the head is modeled as a FIR filter, the signal that is received at the ear on
the side of the source can be considered as the input to the filters, while the speech

received by the other microphone can be considered as the output of the filter. So
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the impulse response can be obtained from these two signals as according to :

H(w) = (4.1)

where H(w), is the frequency response of the filter and Y1(w), Y2(w) are the spectra
of the input and output signals respectively. From 4.1 we can easily obtain the
impulse response of the filters for different angles. This impulse response can be used

to calculate the head shadowed signal for the speech samples considered.

4.9 Beamforming Experiments

4.9.1 Generating the Noisy Binaural Speech

The binaural speech signals generated for the beamforming experiments consist of
signals from two sources. The first source contains the speech, and the second source
contains the noise which is multi-talker babble. The speech source is considered to
be in the front while the noise source is at 45 degrees to the right from the center.
The speech signal reaching the two ears is the same (assuming anechoic environment)
since the source is at the center, while the noise source is altered after reaching the
left ear. So the noise is passed through the HRTF to produce the left channel noise
and then added to the speech samples from the source to generate the binaural noisy

speech. The noisy speech has an SNR of 5dB.
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Figure 4.10. Beamforming using Jim Griffiths algorithm.

4.9.2 Beamforming

4.9.2.1 Griffith-Jim Algorithm

After generating the binaural speech samples as explained above, the speech samples
are used as input to the beamforming. VanHoesel etal, [28] used the Griffith-Jim
algorithm [31] for beamforming. The Griffith-Jim algorithm is the simplest form of
beamforming, and is shown in Fig 4.10. The two inputs are the left and right channel
signals generated above. The inputs are added and subtracted and the sum and
difference signals are fed into the block as shown in Fig 4.10. The difference signal
is passed through an LMS adaptive FIR filter (AFIR) and the output of this filter is
subtracted from the sum signal to obtain the enhanced signal. This difference is used

to adapt the filter coefficients continously. Let R(n) be the right ear channel and L(n)
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be the left ear channel. These two signals are added and subtracted to yield the S(n)
and D(n) signals respectively as shown Fig 4.10. The D(n) is then passed through
the LMS filter and the output is subtracted from S(n) to yield the error E(n). The
E(n) signal is the desired output and also used to update the coefficient of the filter.

The weights are updated according to the following function:

w(n+1) =w(n) + 2uE(n) (4.2)

where (@ =0.09) is the step size of the LMS filter and w(n + 1), w(n) are the

updated and current coefficients of the LMS filter respectively.

The filter is updated using the equation 4.2 whenever equation 4.3 is satisfied.

28):
Thrs(n) — 2Thrp(n) > 0 (4.3)
where
Thrs(n) = aS(n) + (1 — )S(n) (4.4)
Thrp(n) = aD(n) + (1 — a)D2(n) (4.5)

where (o = 0.75) is the forgetting factor. The error signal E(n) is the enhanced
output signal. The number of taps of the adaptive FIR filter affects the output of the

system. After analyzing various tap sizes we considered using 256 tap filters.

4.9.2.2 Procedure

Three conditions are considered in these experiments. In the first condition, we used

as input the noisy binaural speech files generated by the HRTF procedure explained
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Figure 4.11. Individual scores obtained when unprocessed speech presented binaural-

ly, beamformed output, beamformed output in one ear and the unprocessed speech
in the other ear.

above. This condition was considered to be the baseline condition. In the second
condition, noisy binaural files were input to the beamforming algorithm to produce
the enhanced signals. The speech received in both ears is the same and since the signal

was an enhanced version of the noisy signal, the signal to noise ratio is improved.

In the third condition, the enhanced speech signal is provided to the better ear,
while the raw noisy speech signal is fed into the other ear. This condition is meant
to examine whether the noise in one ear can mask the residual present in the other
ear. In order to reduce the masking effect of the noise, the power of the noisy speech

signals is halved. The order of these conditions was counter balanced across subjects.
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4.10 Results from Beamforming

Fig 4.11 depicts the trend obtained from the beamforming tests. This experiment
was done only with subjects 3 and 4. So it will be highly unreliable to conclude from
the graph. But it is clearly seen that the condition in which the beamformed speech
in one ear and unprocessed in the other performs slightly better than the condition

in which beamformed speech is given to both ears.

4.11 Discussion

From the results above, we conclude that in quite, the dichotic performance is com-
parable to the diotic performance. In noise, however dichotic performance was worse
than the diotic performance. Even normal hearing subjects had difficulty fusing in-
formation in noise when presented with a small number of channels. We therefore
conclude that the inability of bilateral cochlear implant users to fuse information
in noise must be due to the small number of channels received in each ear. The
interleaving (odd-even) dichotic condition generally performed better than the low-
high condition. This supports the inference that interleaving the spectral information
between the ears is more effective than dividing the information into low and high

frequency content and presenting it to the two ears.

The experiments with beamforming clearly show that providing the beamformed
signal to both ears decreases the intelligibility compared to the case when beamformed
signal is presented to one ear and the unprocessed speech in the other ear. We believe

that this is due to the fact that the former case disrupts the ILD cues present in
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the signal, as it presents the identical , albeit enhanced, signal to both ears. More
subjects are needed however to make any reliable conclusions about the benefit of

beamforming.



CHAPTER 5

SUMMARY AND CONCLUSIONS

This study focused on analyzing the dichotic presentation of speech signals to binaural
cochlear implant users. Past research concentrated on different dichotic modes and
the factors affecting dichotic presentation. This thesis extended the existing findings

and investigated the effects of spectral resolution on dichotic presentation.

This thesis starts with testing the spectral resolution effect on dichotic listening in
normal hearing listeners. The test samples are processed through a cochlear implant
simulation and presented to the listeners through headphone. The study is then
extended to examine the effect of spectral resolution on bilateral cochlear implant
subjects. Speech is presented in two different dichotic modes which are termed as
low-high and odd-even. In the low-high condition, the bands corresponding to the
low frequencies are presented to one ear while the bands corresponding to the high
frequencies are given to the other ear. In case of odd-even the odd numbered bands
are given to one ear and the even numbered bands are given to the other ear. The

major conclusions from these studies were:

e There was a significant difference between the performance obtained with the
dichotic presentation (low-high) and monaural presentation for 8 and 6 channels.
But similar difference was not observed for the 12 channel presentation. The

results also showed that presenting odd or even channels alone to normal hearing

o1
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subjects was not sufficient. Post-hoc Fishers LSD tests showed that there was a
significant difference (p<0.05) between the one-ear performance and the dichotic
performance on sentence recognition, suggesting that normal hearing subjects

were able to integrate the information from the two ears.

Examination of the results obtained for the vowel recognition showed a sig-
nificant effect of spectral resolution on the vowel recognition. Comparing the
performance of the dichotic presentation with the performance of left ear only
and right ear only clearly showed the ability of the subjects to integrate the

information provided to the two ears.

Examination of the similar test results for the consonants showed that spectral
resolution had no significant effect [F(2,16)=4.79, p=0.34] on the consonant
recognition. Consonants were fused accurately with both dichotic presentations

regardless of the spectral resolution.

The performance obtained with the interleaved dichotic condition was not sig-
nificantly different from the performance obtained monaurally when the speech
materials were processed through 12 channels. For bilateral patients receiv-
ing a large number of channels (>12), dichotic stimulation might therefore
provide an advantage over unilateral stimulation, in that it could potentially
reduce possible channel interactions since the electrodes could be stimulated
in an interleaved fashion across the ears without sacrificing performance. For
patients receiving only a small number of channels of information, dichotic (elec-

tric) stimulation might not produce the same level of performance as unilateral
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(monaural) stimulation, at least for sentences presented in the low-high dichotic

condition.

e Results of sentence recognition with cochlear subjects in quiet (p = 0.28) clearly
showed that the subjects were able to integrate the information provided to both

the ears.

e The experiments in noise showed that the noise level in the speech degrades the
fusion capability of the subjects. The comparison of the results obtained from
dichotic and diotic condition clearly showed a significant drop in recognition of

the sentences presented dichotically.

Preliminary experiments were performed to investigate the effects of beamforming
on speech recognition in noise. The speech samples were processed through Griffiths-
Jim beamforming algorithm and then compared with the unprocessed noisy speech.
Results indicated no significant benefit with beamforming. More subjects are needed

however to draw any reliable conclusions with beamforming.
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