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ABSTRACT

Speaker embeddings carry valuable emotion-related informa-
tion, which makes them a promising resource for enhancing
speech emotion recognition (SER), especially with limited la-
beled data. Traditionally, it has been assumed that emotion in-
formation is indirectly embedded within speaker embeddings,
leading to their under-utilization. Our study reveals a direct
and useful link between emotion and state-of-the-art speaker
embeddings in the form of intra-speaker clusters. By conduct-
ing a thorough clustering analysis, we demonstrate that emo-
tion information can be readily extracted from speaker em-
beddings. In order to leverage this information, we introduce
a novel contrastive pretraining approach applied to emotion-
unlabeled data for speech emotion recognition. The proposed
approach involves the sampling of positive and the negative
examples based on the intra-speaker clusters of speaker em-
beddings. The proposed strategy, which leverages extensive
emotion-unlabeled data, leads to a significant improvement
in SER performance, whether employed as a standalone pre-
training task or integrated into a multi-task pretraining setting.

Index Terms— Speech emotion recognition, speaker em-
beddings, clustering, contrastive learning, multi-task learning

1. INTRODUCTION
Speech emotion recognition remains a challenging task due
to its complexity and the subjective nature of emotional ex-
pression, compounded by the scarcity of labeled emotional
data [1]. These factors significantly hinder the development
of effective SER methods, and encourage researchers to lever-
age auxiliary knowledge from closely related speech tasks,
such as speaker verification (SV) [2–5].

In contrast to SER, SV benefits from the availability of
sufficient labeled data [6, 7]. Although the tasks of recog-
nizing emotions from speech and verifying speakers differ in
their primary objectives, they both revolve around the identifi-
cation of fundamental voice attributes, including pitch, tone,
and phonation patterns. Consequently, speaker verification
techniques with robust performance are now being explored
as promising tools for enhancing the performance of speech
emotion recognition systems [2, 3, 8]

Emotion information within speaker features has been
explored in various emotional speech tasks. Studies [9–11]
revealed increased equal error rates in speaker verification

for non-matching emotional conditions, highlighting the sen-
sitivity of speaker features to emotional states [12]. Re-
search by [13] demonstrated emotion-related information
in speaker embeddings via autoencoder-based reconstruc-
tion analysis and emotion classification. This finding was
confirmed by [8], which also performed reconstruction anal-
ysis and used speaker embeddings as SER input features.
Recent works [2, 3] employed deep speaker embedding net-
works to transfer knowledge from speaker verification to
speech emotion recognition. However, the potential of recent
deep speaker embeddings like d-vector [14] and ECAPA-
TDNN [15] in encoding emotional information remains an
area that requires comprehensive exploration. Previous stud-
ies are limited by the assumption that emotion information
is indirectly encoded within speaker embeddings and can
be utilized under supervision. In this paper, we aim to ex-
plore whether emotion-related information directly resides
within the speaker embedding space and find effective ways
to leverage this information in SER tasks.

Self-supervised speech models such as wav2vec2.0 [16]
can leverage large unlabeled speech datasets to enhance su-
pervised SER frameworks [5,17,18]. However, it’s important
to note that these pre-training objectives were not originally
designed for SER, except for [19] which incorporated audio-
visual features. Additionally, existing pretraining tasks uti-
lized in SER are frame-level tasks while speech emotion is
usually formulated as an uttterance-level task. Consequently,
a significant gap exists in the field, particularly in the develop-
ment of an utterance-level, unsupervised pre-training strategy
explicitly tailored to SER, exclusively using speech-related
features, which is one of the contributions of this paper.

This paper marks the first attempt to investigate the
direct accessibility of emotion-related information within
state-of-the-art deep speaker embeddings. Our analysis re-
veals distinct intra-speaker clusters that reflect emotional
states, suggesting a strong link between speaker and emotion
recognition. To utilize this information, we propose a novel
pretraining strategy using large-scale, emotion-unlabeled
data. This approach employs contrastive learning, forming
positive-negative pairs based on speaker embedding clusters,
without the need for emotion labels. We apply this strategy
both as the primary objective of pretraining and as an addi-
tional task for the existing pretraining methods in a multi-task
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Table 1: Intra-speaker clustering evaluation for emotion classification.
d-vector ECAPA-TDNN

Dataset NMI [0,1] ↑ ARI [0,1] ↑ Purity [0,1] ↑ Silhoutte [-1,1] ↑ NMI [0,1] ↑ ARI [0,1] ↑ Purity [0,1] ↑ Silhoutte [-1,1] ↑
ESD 0.76 0.72 0.89 0.14 0.89 0.91 0.97 0.13

IEMOCAP 0.29 0.21 0.66 0.01 0.31 0.25 0.67 0.01
CREMA-D 0.43 0.39 0.63 0.07 0.36 0.27 0.57 0.04
RAVDESS 0.59 0.38 0.67 0.14 0.51 0.28 0.62 0.05

setting. Our contributions can be summarized as follows:
1) We reveal readily available emotion information within
speaker embeddings; 2) We introduce a unique, utterance-
level contrastive learning approach for SER, without relying
on emotion labels; 3) We demonstrate that combination of
pretraining tasks in a multi-task setting can further improve
SER performance; and 4) Through our proposed training
strategy, we enhance a very strong framework, wav2vec2.0,
in terms of emotion recognition performance.

2. REVEALING EMOTION CLUSTERS IN SPEAKER
EMBEDDINGS

In this section, we conduct clustering analysis on speaker
embeddings to explore emotion discrimination within the
speaker embedding space, aiming to establish a direct link
between intra-speaker clusters of embeddings and emotional
categories. This connection holds significant potential for
various SER applications, particularly in harnessing exten-
sive, emotion-unlabeled data. Our analysis is driven by the
hypothesis that speaker embeddings, designed to capture
voice characteristics, are sensitive to variations in a speaker’s
voice across different emotional states [8–10, 13], drawing
inspiration from studies indicating distinct speaker patterns
in different emotional contexts [9–11].

2.1. Dataset, speaker embeddings and evaluation metrics

We applied k-means clustering to length-normalized speaker
embeddings of using a maximum of 320 different utterances
for each speaker within a dataset, using a fixed number of
clusters to align with the four categorical emotions: neu-
tral, happiness, sadness, and anger. We selected four widely
used labeled emotion datasets: IEMOCAP [20], ESD [21],
CREMA-D [22], and RAVDESS [23]. Our choice of deep
speaker embedding networks includes d-vector [14] and
ECAPA-TDNN [15], both trained with metric-based ob-
jectives like generalized end-to-end loss and angular margin
softmax loss on the voxceleb2 dataset [7]. We evaluated the
alignment between intra-speaker cluster labels and emotion
categories using metrics such as Normalized Mutual Infor-
mation (NMI) [24], Adjusted Rand Index (ARI) [24], Purity
Score [25], and Silhouette Score [26], averaged over speakers
and larger values indicate a stronger alignment.

2.2. Clustering and Evaluations
The clustering results are reported in Table 1. Notably, the
ESD dataset consistently demonstrates exceptionally high
metrics, indicating a direct alignment between intra-speaker
clusters and emotion categories in specific conditions where
the utterances are very clean, linguistic content is normalized
over emotion categories and emotion intensity tends to be

(a) T-SNE of speaker embeddings in ESD dataset

(b) T-SNE of speaker embeddings in IEMOCAP dataset

Fig. 1: Visualization of intra-speaker clusters in two datasets,
the colors represent {speaker id} {emotion}.

high. While the metrics for other datasets are not as high as
in ESD, a meaningful correlation exists across all datasets.
The IEMOCAP dataset, with challenges like reverberation
and overlapping speech, exhibits the lowest metrics, possibly
due to variance introduced into speaker embeddings.

The distribution of embeddings can be observed in the t-
SNE plots in Figure 1, showing clear separation in the ESD
dataset and some distinction in the IEMOCAP dataset. We’ve
plotted t-SNE plots only for ESD and IEMOCAP due to sim-
ilar trends in other databases. NMI values tend to be higher
than ARI values, indicating uneven clustering errors. Higher
purity values, compared to lower ARI values, suggest over-
laps between specific emotion pairs, hinting at unique rela-
tionships between emotion categories. Low silhouette scores
are expected due to closely spaced embeddings, aligning with
their original goal of grouping speaker utterances together.

In general, the clustering results validate that speaker em-
beddings tend to group together for different emotional states
in the embedding space due to distinct vocal characteristics
for each emotion. The correspondence between emotion cate-
gories and intra-speaker clusters is limited in non-ideal condi-
tions possibly due to other factors affecting the speech signal.
The results show that even clusters with limited accuracy can
serve as effective learning tasks [27–29]. Inspired by these
findings, we propose a contrastive learning strategy based on
the trend of intra-speaker clustering of emotion categories.
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Fig. 2: a) Proposed contrastive pre-training and SER training,
b) Proposed multi-task learning framework.

3. CONTRASTIVE LEARNING FOR SER
In this study, we introduce a novel contrastive pretrain-
ing strategy without emotion labels, which capitalizes on
emotion-related information present in the form of intra-
speaker clusters within speaker embeddings. Our approach is
based on contrastive learning, a technique well-known for its
efficacy across various tasks [30, 31]. The learning objective
tries to maximize the similarity between positive pairs while
minimize it for negative pairs. In our approach, positive pairs
consist of utterances sampled from the same intra-speaker
cluster, likely sharing the same emotion category. In contrast,
negative examples are created from different intra-speaker
clusters of the same speaker, likely to have different emo-
tion categories given our analysis in Section 2. This setup
inherently fosters an utterance-level emotion classification.

3.1. Contrastive Pretraining

In the pretraining stage, we obtain intra-speaker clusters of
speaker embeddings in a separate process similar to the ex-
periments in Section 2.1, where the only difference is in the
number of clusters N since we don’t have a prior about cat-
egories on emotion-unlabeled data. A variant NT-Xent [30]
loss is used as an objective in the training:

l = −log
exp(sim(zi, zj)/τ)∑N/2

k=1 exp(sim(zi, zk)/τ)[k ̸=i]

(1)

where zi, zj is the positive pair and zi, zk are the nega-
tive pairs for a given utterance. The similarity function
sim(x, y) = xT y/||x||.||y|| calculates the cosine similarity
and τ denotes the temperature parameter.

Soft-sampling: For each utterance, we select one positive
and N/2 negative utterances based on intra-speaker cluster
labels. Due to rough clustering, when sampling the negative
examples, we employ a soft-sampling strategy, selecting one
negative sample from each of the N/2 intra-speaker clusters

Encoder

CNN 
Encoder

Transformer
Encoder

Input
Waveform

Frame-level
Outputs

Fig. 3: The encoder architecture utilized in the networks.

that are farthest from the positive cluster center. The model
architecture consists of an encoder followed by a contrastive
learning head, as shown in Fig.2(a) and Fig. 3.
3.2. Contrastive Pretraining for Multi-Task Design
Given the success of the transfer learning from speaker
recognition to SER due to their connection, we also pro-
pose a multi-task learning (MTL) strategy to utilize available
speaker labels. The proposed multi-task framework includes
shared encoder layers along with two separate heads: con-
trastive learning and speaker classification head which can
be seen in Figure 2(b). The contrastive learning head is
trained with the proposed objective in Section 3.1; while the
speaker classification head is trained with the cross-entropy
loss with speaker labels. Along with the multi-task frame-
work, speaker adversarial setting is also experimented, by
including a Gradient Reversal Layer (GRL) just before the
speaker classification head.
3.3. Speech Emotion Recognition
After pretraining on a large-scale, emotion-unlabeled dataset,
the model is trained in a supervised manner on a smaller
dataset with categorical emotion labels. During supervised
training, we introduce a freshly initialized classification head
on top of pre-trained encoder layers. This classification head
comprises an average pooling layer, a dense projection layer
with rectified linear unit (ReLU) activation, and a dense out-
put layer with softmax activation. In this stage, we fine-tune
the pre-trained layers in conjunction with the classification
head, utilizing cross-entropy loss and emotion labels. The
diagram can be seen in the Figure 2(a).

4. EXPERIMENTS

In this section, we report the effect of our proposed pretrain-
ing strategies with only contrastive loss and multi-task learn-
ing on SER performance when dealing with a limited amount
of labeled data. We have evaluated our strategies indepen-
dently and in conjunction with wav2vec2.0 to clearly discern
their effect on emotion recognition performance.
4.1. Experimental setup
Datasets: During pretraining, we utilize voxceleb2 [7] as an
emotion-unlabeled dataset, known for its diverse emotional
contexts [13], aligning with our intra-speaker clustering ap-
proach. In supervised SER training, we separately employ
two labeled emotion datasets, IEMOCAP and CREMA-D.
We focus exclusively on Anger, Happiness, Neutral, Sadness,
establishing a speaker-independent emotion recognition sce-
nario. For the IEMOCAP corpus, we only use improvised ut-
terances and create 5-fold training and test splits following the
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leave-one-session-out rule described in [17] and [2], exclud-
ing a small subset from one of the test speakers for validation.
For CREMA-D, we use training data from 64 speakers, with
8 for validation and 19 for testing.

Baselines: In our basic SER experiments, we establish
three baselines: No-pretraining, which involves initializing
the model randomly before supervised SER training, with-
out any pretraining; No-pretraining (small), which has a
smaller architecture with only 2 transformer layers to assess
the impact of overfitting; and Pretraining w/ spk classifi-
cation which employs pretraining the model with encoder
followed by only speaker classification head and loss, sim-
ilar to the methodology in [2]. For SER experiments based
on wav2vec2.0, we utilize a smaller version of the original
wav2vec2.0 as the baseline pretraining method.

Model Architecture & Training: In our pretraining and
basic SER experiments, our proposed methods and base-
line models, have the same encoder architecture, which is
based on wav2vec2.0 [16]. This encoder architecture in-
cludes a feature extractor and a transformer encoder, similar
to wav2vec2.0, but with a more compact design featuring
only 6 transformer layers. The contrastive learning head
includes an average pooling layer for frame-level outputs,
followed by two dense layers featuring ReLU and tanh acti-
vation functions shown in Figure 2, respectively. The speaker
and emotion classification heads have a similar structure as
the contrastive head but use softmax activation at the output
layer, shown in Figure 2. In the speaker adversarial setting,
we introduce an additional GRL layer after pooling and be-
fore the speaker classification head. All the proposed models
take the raw waveform of an utterance as input.

During pretraining, we segment the input utterances into
4-second intervals and perform offline intra-speaker cluster-
ing with N = 20. The models are pretrained for 250k steps
using the AdamW optimizer with a batch size of 8. In the su-
pervised SER training that follows, the model undergoes 30
epochs of training with a learning rate of 1e-5, stopping based
on the validation accuracy. We repeat each supervised SER
training 5 times with different initialization seeds and mea-
sure unweighted average recall (UAR) during the evaluation.
For the SER experiments based on wav2vec2.0 reported in
Table 3, the baseline wav2vec2.01 with 6 transformer layers,
is pretrained for 400k steps on voxceleb2. We then fine-tune
this model with our strategies on voxceleb2 for an extra 50k
steps. The feature extractor and transformer layers of fine-
tuned wav2vec2.0 are utilized in the supervised SER training.

4.2. Results and Discussion

According to the results in Table 2, our proposed contrastive
strategy, denoted as Pretraining w/ proposed contrastive,
demonstrate a significant improvement in SER compared to
cases with no pretraining in both datasets. We note that pre-
training with supervised speaker classification also leads to

1 https://github.com/facebookresearch/fairseq/blob/main/examples/wav2vec

Table 2: SER results, in terms of mean UAR.

Pre-Training IEMOCAP
(UAR)

CREMA- D
(UAR)

No pretraining (small) 58.37 65.12
No pretraining 58.54 64.15

Pretraining w/ spk classification 67.57 75.23
Pretraining w/ proposed contrastive 65.50 70.44
Pretraining w/ proposed spk ADV 64.48 66.58
Pretraining w/ proposed MTL 69.16 73.80

Table 3: SER results with wav2vec2.0, mean UAR.

Pre-Training IEMOCAP
(UAR)

CREMA- D
(UAR)

wav2vec2.0 [16] 72.14 80.78
FT wav2vec2.0 w/ proposed contrastive 72.78 81.72

FT wav2vec2.0 w/ proposed MTL 73.80 83.01

substantial improvements in both datasets, consistent with
findings in [2]. The proposed multi-task learning approach,
denoted as Pretraining w/ proposed MTL, leverages the in-
herent connection between speaker and emotion recognition,
while simultaneously considering intra-speaker variations
and obtains the best performance in the IEMOCAP corpus.
We observe that speaker adversarial network degrades perfor-
mance, indicating that trying to remove speaker information
has a negative impact and supports the connection between
speaker and emotion recognition. In CREMA-D, the speaker
classification baseline performs exceptionally well, possibly
due to the presence of normalized linguistic content, cre-
ating ideal conditions for discriminating emotions through
speaker embeddings, as discussed in Section 2. Overall, these
results underscore the effectiveness of our multi-task learn-
ing method and highlight the strong relationship between
emotion and speaker recognition.

In Table 3, baseline wav2vec2.0 model, pretrained with
voxceleb2, performs impressively well as a pretraining
method for SER, underscoring its effectiveness. Fine-tuning
this baseline with our contrastive learning strategy, FT
wav2vec2.0 w/ proposed contrastive, seems leading to mi-
nor improvements in both datasets. Fine-tuning wav2vec2.0
with our proposed multi-task setting, FT wav2vec2.0 w/ pro-
posed MTL, yields substantial enhancement, highlighting the
effectiveness of our approach.

5. CONCLUSION
Our research reveals the potential of speaker embeddings for
enhancing SER task, even with limited labeled data. Our
study establishes a direct link between emotions and state-
of-the-art speaker embeddings through intra-speaker clus-
ters. Our novel contrastive pretraining approach on emotion-
unlabeled datasets, based on these clusters, significantly im-
proves SER performance, whether used alone or in multi-task
settings. Our findings not only advance our understanding of
speaker embeddings and emotions but also provide practical
solutions for data scarcity in SER. As a future work, we in-
tend to extend the analysis of emotion information in speaker
embeddings, analyzing other factors which potentially affect
the appearance of that information.
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