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Abstract— Nonverbal behaviors and their co-occurring

speech interplay in a nontrivial way to communicate a message.

These complex relationships have to be carefully considered in

designing intelligent virtual agents (IVAs) displaying believable

behaviors. An important aspect that regulates the relationship

between gesture and speech is the underlying discourse function

of the message. This paper introduces the MSP-AVATAR data,

a new multimedia corpus designed to explore the relationship

between discourse functions, speech and nonverbal behaviors.

This corpus comprises motion capture data (upper-body skele-

ton and facial motion), frontal-view videos, and high quality

audio from four actors engaged in dyadic interactions. Actors

performed improvisation scenarios, where each recording is

carefully designed to dominate the elicitation of characteristics

gestures associated with a specific discourse function. Since

detailed information from the face and the body is available, this

corpus is suitable for rule-based and speech-based generation of

body, hand and facial behaviors for IVAs. This study describes

the design, recording, and annotation of this valuable corpus. It

also provides analysis of the gestures observed in the recordings.

I. INTRODUCTION
We use multiple nonverbal behaviors when we communi-

cate with others. In addition to speech, we use head motion,
facial expressions, hand gestures, and body postures, which
are intricately coordinated, and synchronized with speech
to convey the message [4], [6], [16], [24]. Valbonesi et al.
[24] showed that more than 90% of acoustic events (e.g.,
maximum and minimum of the pitch and RMS energy) occur
during hand gesture strokes. While backchannel gestures are
definitely important, most of these gestures are generated
when we are speaking [16].

Synthesizing human like behaviors can be helpful for
animation, entertainment, virtual reality applications and
hearing impaired aid devices. They do not need to look
like human (e.g. cartoons), but their gestures should display
human-like behaviors (i.e, natural movements, synchronized
with speech and gestures). To accomplish this, the complex
relationship between gestures and speech has to be carefully
considered in the design of intelligent virtual agents (IVAs)
[3], [11].

Previous studies on creating conversational agents (CAs)
can be categorized into two main approaches; rule based sys-
tems [6], [10], and data driven systems [3], [12], [14]. Rule
based systems define certain rules for behaviors based on
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contextual information. These frameworks are prone to create
repetitive behaviors that are not properly synchronized with
speech. Data driven systems, in particular methods that use
speech prosody features as input to generate animations can
model the complex relationship between speech and gesture.
Previously studies have shown that prosodic features such
as the fundamental frequency (F0) and energy are effective
modalities to synthesize nonverbal human-like behaviors [3],
[8], [11], [12], [14]. They can provide information about the
gestures, and their kinematic (i.e., timing, dynamic range,
speed, acceleration). The higher the energy or the F0 range,
the stronger the underlying motion of the gesture. A chal-
lenge in speech-driven animation is to generate behaviors that
respond to the underlying discourse context (e.g., questions,
statements, affirmation, negation) [21]. We expect to observe
specific facial expressions, hand and head motions, given
a specific discourse function in the message. For example,
statements with affirmations are usually accompanied with
head nods, while statements with negation are accompanied
with head shakes and probably frowned eyebrows.

This paper introduces the MSP-AVATAR database, a mul-
timedia corpus comprising motion capture data, audio and
frontal view videos of actors engaged in dyadic conversation.
A key feature of the database is the use of body and facial
markers, which provide detailed information for modeling
nonverbal behaviors for IVAs. Each scenario is designed
to elicit characteristic gestures for a specific type of dis-
course function. We consider contrast, confirmation/negation,
question, uncertainty, suggest, giving orders, warn, inform,
large/small, and pronouns. After describing the design, col-
lection, and annotation of the corpus, we provide preliminary
analysis of the behaviors conveyed during each discourse
function. The analysis relies on mid-level gesture represen-
tation automatically derived from the data.

The corpus provides an ideal resource to investigate the
role of discourse functions during nonverbal human interac-
tions, and its application to IVAs. After learning the under-
lying structures in the data, we expect that we will be able
to synthesize talking avatars that convey more naturalistic
behaviors and respond to the underlying discourse function.

II. REVIEW AND MOTIVATION

Previous studies have presented various motion capture
corpora to study human behaviors. This section describes
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some of these corpora. It also provides the motivation behind
the collection of the MSP-AVATAR corpus.

A. Current Corpora with Motion Capture Data
The motion capture database HDM05 [18] was recorded

at the University of Bonn, Germany, to study several hu-
man motions (e.g., walking, dancing, throwing). The target
research problems for this corpus include the analysis, syn-
thesis and classification of human motions. This database in-
cludes 100 motion categories, where five subjects performed
multiple realizations, providing a broad range of variations
for each motion. The corpus comprises three hours of data,
where reflective markers were placed on the subjects’ bodies.

The Carnegie Mellon University motion capture (MoCap)
database (http://mocap.cs.cmu.edu) is another cor-
pus to analyze human motion. It consists of two parts:
kitchen and motions. The former comprises the recording
of 55 subjects cooking five meals in a kitchen, where each
recording took 15 minutes. The kitchen corpus includes,
motion capture data, plus audio and video of the subjects.
The latter has the motion capture data of various types of
movements performed by 144 subjects in a number of trials.
This corpus is rich in terms of variations of the behaviors
and can be useful for research in animation.

The HumanEva corpus [23] was recorded at Brown Uni-
versity, USA. This corpus provides video (7 cameras) and
motion capture data, where the goal is to establish a sys-
tematic evaluation of pose and motion estimation methods.
It includes recordings from four subjects performing six
predefined motions (walking, jogging) a number of times.

The Biological Motion Library [13] is a motion capture
database recorded at the University of Glasgow, Scotland. It
aims to study the role of personality, gender and emotion on
people’s behavior. The corpus consists of 30 nonprofessional
actors performing actions (knocking, walking, lifting, and
throwing) under four affective states (neutral, anger, sadness
and happiness). The subjects provided 10 repetitions over
knocking, lifting and throwing actions.

The Korea University Gesture (KUG) [9] is a corpus
comprising high resolution video and motion capture data.
This database was recorded from 20 subjects who performed
14 normal actions (e.g., “Raising a right hand”, “Sitting on a
chair”), and 10 abnormal actions that may occur during emer-
gency scenarios (e.g., “Falling forward”). It also includes 30
command-based gestures for human-computer interactions
(e.g., “Pointing at top-left”). The corpus is suitable for the
study of human action recognition.

Another corpus is the Interactive Emotional Dyadic Mo-
tion Capture (IEMOCAP) database [2], recorded at the
University of Southern California (USC), USA. The corpus
was recorded to study the role of emotion in spontaneous
human interaction. The corpus comprises over 12 hours
of motion capture data including 53 facial, two head and
six hand markers. Ten trained actors participated in the
recordings during dyadic sessions. In each recording, only
one of the actors had the markers at a time. After collecting
the scenarios, the markers were placed on the other actor

and the sessions were collected again. The CreativeIT corpus
[17] is another database recorded at USC. The database
was recorded to study creativity in theatrical improvisation,
providing resources to study expressive behaviors in human
interactions. This database is recorded in a dyadic setting
from 19 actors. It contains video, audio and motion capture
recordings of the actors (only the body markers).

B. Motivation to Record the MSP-AVATAR database
Synthesizing a talking avatar that displays believable

human-like behaviors is a challenging task. There are studies
that derive gestures using data-driven approaches [3], [8],
[11], [12], [14], [21], or rule-based approaches [5], [7], [19].
In both cases, considering the underlying discourse function
is important to design behaviors that not only are timely
aligned with speech, but also convey the right “meaning”
of the message. For data-drive approaches, it is important
to rely on a corpus that comprises characteristic behaviors
associated with various discourse functions.

To the best of our knowledge, there are no corpora
available to explore the role of discourse functions on human
interactions. Therefore, the goal of the MSP-AVATAR corpus
is to provide us with rich audiovisual recordings to design
data-driven algorithms for IVAs, capturing the relationship
between speech and gestures constrained by the underlying
discourse function in the message.

III. DESIGN OF SCENARIOS

In this corpus, actors performed improvisation scenarios
during dyadic conversations. We chose this framework, since
a dyadic setting, where two actors improvise, creates more
naturalistic behaviors than a setting where each actor is
separately recorded in a monologue. It is not feasible to
collect the data with natural interactions in less constrained
recordings. However, this corpus provides suitable recordings
for studies on synthesis. We carefully created the scenarios,
which were designed to elicit characteristic behaviors for var-
ious discourse functions. The scenarios consist of common
situations, which are prone to elicit speaking turns conveying
the target discourse function.

The selection of the discourse functions considered in
this corpus was motivated by the work of Poggi et al.
[20] and Marsella et al. [15]. Poggi et al. [20] presented
Greta, an embodied conversational agent (ECA). This toolkit
has several discourse-related labels which create specific
configurations for the ECA’s movements. Marsella et al. [15]
considered a set of semantic functions, where typical gestures
were defined for each of them [15]. Following these studies,
we selected ten categories, which we referred to as discourse
functions: contrast, confirmation/negation, question, uncer-
tainty, suggest, giving orders, warn, inform, large/small, and
pronouns. These discourse functions usually elicit specific
behaviors, which we aim to capture in the corpus. Table I
lists the discourse functions and their definitions.

We created 2-5 scenarios for each of these discourse
functions. In each recording, we presented a description of
the scenario with the roles of the actors. We also describe



TABLE I
DEFINITION OF THE CONSIDERED DISCOURSE FUNCTIONS.

Discourse Function Definition

Contrast
Contrasting two ideas, usually accompanied
with contrast conjunctions such as but, never-
theless, as, and as opposed to.

Confirmation/Negation
Showing agreement and disagreement, usually
accompanied with phrases such as Yes, No, and
I don’t think so.

Question Asking a question of any type: Yes-No and Wh-
questions, .

Uncertainty
Showing uncertainty in making a decision,
might be accompanied by sentences such as I
really don’t know what to do!

Suggest Suggesting ideas to the listener, e.g., How about
the new Japanese restaurant?

Giving Orders Ordering any type of service, e.g. ordering food
in a restaurant.

Warn Warning the listener of a danger, e.g. Be careful
about . . . .

Inform Inform something to the listener.

Large/Small

The act of referring to something as small or
large during speaking. These scenarios target
iconic gesture usually accompany these two
words or any of their synonyms.

Pronouns
The act of referring to any pronoun
(I/You/She/He/They). These scenarios target
deictic gestures.

Fig. 1. A slide describing one scenario for the actors. It shows the
description of the scenario and some prototypical behaviors associated with
the target discourse function.

the context of the improvisation. We told the participants to
incorporate as many gestures as they feel is natural in their
performance (notice that the main purpose of the corpus
is synthesis of behaviors). To clarify their understanding,
we present illustrations of one or two prototype gestures
accompanying the target discourse function. These gestures
are created with Greta. Figure 1 shows a slide describing one
of the scenarios for the discourse function question.

The duration of the recorded scenarios varies across the
recordings (MEAN = 143.1 sec, STD = 74.7 sec.). We
recorded motion capture data from four actors who impro-
vised 21, 15, 22, and 16 scenarios, respectively. In total, we
have 74 sessions. The number of recordings in each session
is given by the pace of the actors during the data collection.

IV. DATA COLLECTION

A. Motion Capture Data
We recorded six nonprofessional actors in three dyadic

sessions, one female, and five males. We asked the actors
to glue 43 reflective markers to their faces following the
layout illustrated in Figure2(a). The location of the facial

markers include most of the feature points (FPs) defined in
the MPEG-4 standard, facilitating the animation of talking
avatars. We follow the Vicon Skeleton Template to capture
the position of the joints of the actors’ upper body. The actors
wore a headband with 4 markers, and a suite with 28 markers.
The body markers include three fingers (thumb, index, and
pinky) as well. Figure 3 shows the positions of the skeleton
markers.

Collecting facial (small size, reduced volume) and body
(big size, large volume) markers at the same time is a
challenging task, since they require different resolutions. The
cameras need to be close to the person to capture facial
motion, which reduces the spatial area required to track the
movements from the body markets. We create a setting where
we have enough resolution to track facial and upper body
markers, by placing a VICON system with ten Bonita Optical
Cameras directed to one of the actor at different distances –
see Figure 4(a). This setting allowed us to capture both the
upper-body skeleton and facial motions. The only drawback
of this approach is that when the actors were in rest position,
their hands sometime were hidden from the cameras.

For the first session, we placed the markers on the second
actors after collecting the scenarios for the first actors. Then,
we recollected the scenarios. For the last two sessions, we
only motion captured one actor. In total, we have motion
capture data from four actors.

B. Audiovisual Recordings

While the motion capture system provides data from one
actor, we placed microphones and cameras for both actors.
For the audio, we used a microphone connected to a digital
recorder (TASCAM DR-100MKII). For the first session, we
used a head-worn microphone (SHURE BETA 53), which
attenuated the speech coming from the other subject. We
noticed that using a head-worn microphone occluded some
of the facial markers, making the post-processing steps to
clean the data more difficult. Therefore, we decided to use a
lavalier microphone (SHURE MX150) for the next sessions.
We told the actor to avoid talking at the same time as much
as possible. The digital recorder was set at 16 bit resolution
and at a sampling rate of 44.1 kHz. Note that our instructions
about overlapped speech served as high-level guidelines. In
practice, we do observe overlapped speech. Since we use
lapel microphones, cross-talking speech is very low.

We also recorded frontal view videos of both of the actors.

(a) Facial Markers (b) Actress
Fig. 2. The position of 43 facial markers.



(a) Marker Skeleton (b) Actress
Fig. 3. Placement of the body and facial markers for the data collection.

We used two Sony handycams HDR-XR100, which record
with 1920 ⇥ 1080 resolution in Full HD. Figure 4(b) shows
a snapshot of one of the cameras. We use these videos to
annotate the data. They can also be useful in extracting facial
features from the actors. Notice that we use a clapboard with
two reflective markers on the corners, to synchronize audio,
video and motion capture data. We collected 74 sessions.

V. POST-PROCESSING AND DATA ANNOTATION

After collecting the data, we started the post processing
steps to clean the motion capture data. We use the software
Blade to track the markers. First, we created a skeleton
personalized to each of the actors with all the markers.
Then, we use the auto-labeling option in Blade. Capturing
face and upper-body markers introduce noise in this process.
Therefore, we are manually correcting the labels of the
markers. For example, we have to fill the gaps for the hands
while the subjects are standing, having their hands outside
the volume captured by the cameras. At the moment of this
submission, we have corrected the upper body markers of 37
scenarios, and the facial markers of 3 scenario.

Another important post processing step is to segment the
corpus into speaking turns. We manually segmented the
dialogs focusing on the recordings from the subjects being
motion captured. We consider speaking turns conveying the
discourse functions considered in this study, which were
annotated by one subject. We are planning to have a sec-
ond annotator to increase the reliability of the labels. The
annotation process included 74 scenarios recorded from four
actors. At the moment of this submission, the corpus has
1751 segments annotated with discourse function labels.

VI. ANALYSIS OF THE DATABASE

This section analyzes the content of the MSP-AVATAR
corpus. The analysis considers the annotations of the dis-

(a) VICON Cameras (b) Snapshot from the Video
Fig. 4. Setting for the data collection. The second actors is behind this
setting facing the target actor.

course functions, and the different head and hand gestures
observed under different discourse functions. For the anal-
ysis, we split the class large/small into Large-iconic and
Small-iconic, and the class pronouns into I-deictic, You-
deictic and Other-deictic. We also consider Statement.

A. Analysis of the Discourse Functions Annotations

Figure 6 displays the distribution of the discourse func-
tions annotated in the data. Figure 5 provides the pie charts
per scenario, where we use the same color convention used
in Figure 6 to identify the discourse functions. For example,
Figure 5(f) shows that most of the discourse functions found
on the scenarios for class warn are warn (43%) and Question
(23%). Figure 6 shows that the distribution of the segments is
not uniform across the discourse function. This is due to two
reasons. First, the distribution of the performed scenarios is
not uniform across the target discourse functions. We created
two to five scenarios per class, but we only collected a subset
of them. Second, some discourse functions, such as Question,
are more common than others, such as Contrast, which is
reflected in the corpus.

Figure 5 shows that the target discourse function domi-
nates the classes observed in the recordings. The scenarios
were successful in eliciting their target discourse function.
Overall, the database provides several examples of the se-
lected discourse functions. This corpus will facilitate the
design of speech-driven animations constrained by the un-
derlying discourse function.

B. Analysis of Head Motion and Hand Gestures

This section analyzes hand and head gestures generated by
each discourse function. Our goal is to determine whether the
underlying discourse function of the message affects the be-
haviors of the subjects. As mentioned in Section V, we have
manually corrected the motion capture data for 37 scenarios
(body motion), and this analysis relies on these recordings.
We separately examine head movements and hand gestures,
since they may not co-occur. Instead of manually annotating
specific behaviors in the data, we decide to rely on a data-
driven framework based on Parallel hidden Markov Models
(PHMMs). The model clusters hand and head behaviors
into automatically determined data-driven mid-level classes.
PHMM is an appropriate clustering method for gestures,
since it allows for dynamic segmentation and clustering
of the data. This model consists of a number of parallel
branches (i.e., individual left-to-right HMMs) with the same
number of states. All the states within the branches have
self transitions which give the flexibility to model dynamic
behaviors having different temporal durations. We use the
implementation provided by Sargin et al. [22]. Previous
studies have used PHMM to segment head motion [22], hand
gestures [25], and upper-body [1] into mid-level represen-
tations. We use a similar approach in this analysis. After
segmenting the behaviors into different clusters, we study
the distribution of these clusters associated with each of the
discourse functions. Below we describe the details.
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Fig. 5. Distribution of the labels assign to each of the target discourse functions.
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Fig. 6. Distribution of the discourse function labels in the corpus.

The number of states per cluster determines the minimum
duration of the clusters which we set equal to 15 (approxi-
mately 125ms). We consider 15 branches for the head and
hand models, which provide a reasonable number of classes
for the behaviors. Related studies have used 5 (only head
[22]) and 50 (hand gestures [25]) branches. Note that several
segments describe gestures while listening, which should
be considered in PHMM as well. Increasing the number
of clusters provides finer representation of behaviors, and
results in higher likelihood of the data given the model (it
decreases the within class variance). However, it increases
the number of parameters. We chose 15 clusters, where the
total number of parameters for head and hands are 2743
and 9043. The average numbers of frames for training each
parameter are 320.9 and 97.3, respectively.

From the motion capture data, we extract the rotation of
the bones around the joints in the Skeleton, which serves as
our features. For head motion, we consider the three angular
rotations, and their first derivatives (6 D). For hand gestures,
we consider the arm (3 DOF per arm) and forearm (2
DOF per forearm) angular rotations and their first derivatives

(20 D). We expect that the clusters and their durations
will be different for hand and head gestures. Therefore,
we separately run the PHMM to cluster their behaviors.
We process the entire recordings, without considering the
discourse function segmentation. The data was Z-normalized
across all the recordings.

After segmenting the recordings into data-driven clusters,
we analyze their distributions associated with each discourse
function, using the manual annotations (see Sec. V). Figure
7(a) and 7(b) give the results for head motion and hand
gestures, respectively. The y axis in these figures is the
normalized count of the frames shared between each cluster
and discourse function, and the x axis is the cluster num-
ber. The results show that there are marked differences in
head motions and hand gestures across different discourse
functions. For hand gesture, Affirmation and Negation have
a distribution with a peak in cluster 14. By inspecting the
hand gestures assigned to this cluster, we noticed that the
movements are less active than in other clusters, suggesting
a reduction of hand motion for these discourse functions.
We also found out that cluster 15 (for hand), which appears
mostly in Uncertainty incorporates the gesture of moving
both hands from waits to chest. Moreover, we investigated
head motions and found the peak in Affirmation to be related
to the cluster of head nodes, and cluster 4 which mostly
occurs in Negation to include head shakes.

VII. CONCLUSIONS

This paper introduces the MSP-AVATAR database, a
multimodal corpus comprising motion capture data (body
and face), high quality audio, and high definition video of
actors engaged in dyadic conversations. Six actors performed
improvisation scenarios designed to elicit target discourse
functions. The corpus includes over one thousand speaking
turns annotated with different discourse functions. This cor-
pus is ideal to study the relationship between speech and
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Fig. 7. The distribution of the PHMM-based head (a) and hand (b)
clusters for each discourse function (Aff: Affirmation, Neg: Negation, Que:
Question, Sta: Statement, Con: Contrast, Unc: Uncertainty, Inf: Inform, War:
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gestures as dictated by the underlying discourse function.
By simultaneously collecting facial expression and body

motions, the corpus provides unique opportunities to explore
interesting research questions. One drawback of the of this
database is the small number of actors that were motion
captured. While we have the facilities to collect more ses-
sions, the main bottleneck is cleaning the motion capture
data, which has been slower than expected. After finishing
this process, we expect to release this corpus to the research
community. We hope that this corpus will be a valuable
resource to explore the role of discourse functions in the
synthesis of human-like behaviors for IVAs.
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framework for multimodal generation: The behavior markup language.
In Intelligent virtual agents, pages 205–217. Springer, 2006.

[11] B. H. Le, X. Ma, and Z. Deng. Live speech driven head-and-eye
motion generators. IEEE transactions on visualization and computer
graphics, 18(11):1902–1914, 2012.
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