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ABSTRACT

The problem of predicting emotional attributes from speech has of-
ten focused on predicting a single value from a sentence or short
speaking turn. These methods often ignore that natural emotions are
both dynamic and dependent on context. To model the dynamic na-
ture of emotions, we can treat the prediction of emotion from speech
as a time-series problem. We refer to the problem of predicting these
emotional traces as dynamic speech emotion recognition. Previous
studies in this area have used models that treat all emotional traces as
coming from the same underlying distribution. Since emotions are
dependent on contextual information, these methods might obscure
the context of an emotional interaction. This paper uses a neural pro-
cess model with a segment-level speech emotion recognition (SER)
model for this problem. This type of model leverages information
from the time-series and predictions from the SER model to learn
a prior that defines a distribution over emotional traces. Our pro-
posed model performs 21% better than a bidirectional long short-
term memory (BiLSTM) baseline when predicting emotional traces
for valence.

Index Terms— Speech Emotion Recognition, Dynamic Speech
Emotion Recognition, Time-Continuous Emotional Traces.

1. INTRODUCTION
Studies on speech emotion recognition (SER) have often focused on
recognizing an emotional category or predicting emotional attributes
of a sentence or short speaking turn [1–4]. Although these models
can give important information to improve human-computer interac-
tion (HCI), they do not necessarily model the natural externalization
of emotions during a conversation. In day-to-day life, emotional
events happen within context-filled situations [5]. Furthermore, nat-
ural and nuanced emotions are dynamic throughout time [6]. This
view of emotions promotes the formulation of SER problems as
time-series problems, as opposed to treating each prediction or clas-
sification as an independent event. We coin the term dynamic speech
emotion recognition (DSER) to refer to this SER setting.

Modeling emotional predictions from speech as a time-series
problem has been a growing strategy [7, 8]. Much of the work on
DSER has focused on single-distribution approaches, which treat
each emotional time-series as coming from the same distribution as
all other emotional traces. However, emotions occur in situations
with various different contexts that can affect their trajectories. This
study investigates a novel method that treats each emotional trace
as coming from a distribution that is task-specific (e.g., an interview
versus an argument). A step towards this strategy is using neural
process (NP) models. In time-series problems, these models use ob-
servations from the series to characterize the desired function (i.e.,
a few values from the target emotional trace to guide the prediction
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models). These models use the observations to predict the entire
emotional time-series, helping predict the remaining time-steps. The
key step of the model is the prediction of these observations.

This paper proposes the use of a conditional neural process
(CNP) model to the problem of DSER. We predict emotional traces
of arousal (calm to active), valence (negative to positive), and
dominance (weak to strong) from the conversational speech in the
MSP-Conversation corpus [9]. We first explore different parameters
of the CNP model in the ideal case of using ground-truth labels for
our observations. We observe concordance correlation coefficient
(CCC) values above 0.69 for all the emotional attributes. These high
prediction scores are obtained with only five observations. Then, we
implement a segment-level SER model to predict pseudo-labels for
our observations. Our final proposed model has a 21% performance
increase from a bidirectional long short-term memory (BiLSTM)
baseline for valence predictions. This result is significant since de-
tecting valence from speech is a difficult task [10, 11]. While the
performances for arousal and dominance are similar to the baseline
model, the high performance achieved when using better observa-
tions for these attributes (e.g., ground truth scores) indicates the
importance of the SER predictions. This result suggests that im-
proving the SER predictions for the key observations will lead to a
significant increase in the performance of our proposed model.

2. RELATED WORK

Recurrent neural network (RNN) based models, such as long short-
term memory (LSTM) [12], are a common method of predicting
time-series signals [13]. These methods have been widely used in
dynamic emotion recognition [7, 8] because emotions often depend
on contextual information. However, the results of these models
have been limited since model development for this problem is dif-
ficult. RNN based models are sequential in nature, and cannot use
information from a full time-series to predict each time-step. Trans-
formers are another sequence-to-sequence model that can be used to
predict time-series, using positional encodings [14]. Transformers
are able to use the full time-series when predicting a single time-
step. However, they require many parameters to achieve this goal, so
the contextual window is often limited to nearby frames. Transform-
ers have been successfully used for segment-level SER [2, 15], but
DSER uses a much longer stream of data than segment-level SER.
Training a transformer with long time-series can be computationally
expensive or intractable, depending on the resources. The neural
process (NP) family of models has been recently applied to time-
series problems [16]. Like transformers, conditional neural process
(CNP) models can use information from the entire time-series to pre-
dict each time-step. Unlike transformers, a CNP model only needs a
subset of the time-series to learn the rest of the time-steps.

NP models have been used in image generation [16], image clas-
sification [17, 18], and dynamic expression recognition [19]. As in



our work, Tellamekala et al. [20] apply a NP model to the task of
DSER. In their work, they predict the pseudo-labels of the observa-
tions using an RNN model trained on the same data used for the NP
model. This method gives the NP model a different setting during
training and testing since the pseudo-labels are expected to be more
accurate for the training samples than for the testing samples. In this
paper, we apply a CNP model to the task of DSER and add positional
encodings to introduce sequential information to the model. Further-
more, we use predicted pseudo-labels to condition the CNP model.
These predictions come from a segment-level SER model trained on
a separate dataset, ensuring similar settings during the training and
testing of our DSER model.

3. METHODOLOGY

We propose a DSER model that takes feature vectors of dimension
df at each time-step of a conversation, {xi}ni=1 where xi ∈ Rdf ,
and outputs a predicted emotional trace, {ŷi = f(xi)}ni=1 where
ŷi ∈ R. In this section, we describe the two models we use to
predict emotional traces from conversations. The first model (Sec.
3.1) is a CNP that predicts an emotional trace by conditioning on
a sample of observed points on the trace. The second model (Sec.
3.2) is a segment-level SER model that predicts the pseudo-labels
of the observed points for the first model. Figure 1 shows the final
proposed DSER model that combines the segment-level and CNP
models (Sec. 3.3).

3.1. Conditional Neural Process
The Conditional neural process (CNP) was introduced by Garnelo
et al. [16]. It is a conditional stochastic process that conditions
predictions on a set of observations or points of a function, O =
{(xi, ỹi)}no

i=1, where no is the number of observations. The obser-
vations are used to predict the distribution over the possible func-
tions, Qθ(f(xi) | O, xi). The CNP model has three steps: the first
step embeds each observation using a neural network hθ : Rdf+1 →
Rdh (Eq. 1). The second step aggregates the embeddings into a sin-
gle embedding using a commutative operation ⊕ (Eq. 2). In our
paper, the commutative operation is the mean. In the third step,
the model predicts two values for each point in the target set, T =
{xi}no+nt

i=1 , using a neural network gθ : Rdf+dh → R2 (Eq. 3). The
two values represent the mean and variance of a Gaussian distribu-
tion over the attribute value of the target point.

ri = hθ(xi, ỹi) ∀(xi, yi) ∈ O (1)

r = r0 ⊕ r1 ⊕ · · · ⊕ rno−2 ⊕ rno−1 (2)

(µi, σ
2
i ) = gθ(xi, r) ∀xi ∈ T (3)

In this paper, the neural networks hθ and gθ are multilayer per-
ceptrons (MLPs). We use the predicted mean, µi, as our prediction
for the emotional attribute value at time-step i, ŷi. During training,
we randomly select nt = 50 time-steps of the conversation to use
with the observations as the target set. While evaluating the model
on the development and test sets, we use all the time-steps in the
conversation as targets. A key step for the CNP model is the selec-
tion of the no observations. We choose the observations by splitting
the conversation into no sections and randomly choosing a time-step
in the first section. The rest of the observations are chosen by se-
lecting the time-step n

no
time-steps away from the previous until we

have no observations. We evaluate the approach under the ideal sce-
nario where the observation labels are the attribute values from the
ground-truth trace associated with each observation time-step (i.e.,
ỹi = yi; used in Secs. 5.1 and 5.2). Then, we evaluate the approach
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Fig. 1. Proposed DSER model. The segment-level SER model is
shown in the top-left corner in grey. The CNP model feature encoder
is shown in the top-right in orange. The CNP model is shown at the
bottom in blue and green.

where the observation labels are the pseudo-labels predicted by the
SER model (ỹi = y̌i; used in Sec. 5.3).

The CNP model does not encode any location information in its
structure. To add this information, we use an MLP h : Rds+dp →
Rdf to encode speech features si ∈ Rds and positional encodings
pi ∈ Rdp into our time-step features xi. We use the sine and cosine
functions presented in [14] to calculate fixed positional encodings
for each time-step. Figure 1 shows this model, highlighted in orange.

3.2. Segment-Level SER

The observations used in the CNP model initially include the
ground-truth labels of time-steps (ỹi = yi). However, we expect this
model to predict emotional traces without using any ground-truth
labels. Therefore, we need a model that predicts the observation
labels, creating pseudo-labels y̌i. We achieve this goal with SER
models that predict emotional attributes, which are used to create
these pseudo-labels. We use speech features of a speech segment
centered on the time-step (Si) to predict the attribute value of the
time-step. In this paper, we train the segment-level SER model first.
Then, we predict the observation attribute values. Finally, the pre-
dictions are used as the observation labels to train the CNP model.
The segment-level SER model we use is an MLP u : Rds → R.

3.3. Proposed Model for Dynamic Speech Emotion Recognition

The CNP model consists of three networks shown in Figure 1. The
first network is h, highlighted in orange in Figure 1. This function
takes the feature vectors (we use a Wav2Vec2.0 feature extractor;
explained in Sec. 4.2) and the positional encodings [14] at each
time-step of a conversation part and outputs the encoded features
at each time-step. The second network is hθ , highlighted in blue in
Figure 1. This function takes the encoded features belonging to the
observation time-steps and concatenates them with their correspond-
ing ground-truth labels (used in Secs. 5.1 and 5.2) or pseudo-labels
from the SER model (used in Sec. 5.3). Then, the network passes the
concatenated observations through three linear layers to get the em-
bedding for each observation. The final network is gθ (Eq. 3), high-
lighted in green in Figure 1. This function takes the encoded features
from the first network belonging to the target time-steps and con-
catenates each with the mean of the observation embeddings. Then,



each concatenated set is passed through four linear layers to predict
the attribute value for the time-step (arousal, valence, or dominance).

4. EXPERIMENTAL SETTINGS

4.1. Emotional Databases

This study relies on two emotional datasets to train and evaluate the
models. We use the MSP-Conversation corpus to train the DSER
model to predict emotional traces. We use the MSP-Podcast corpus
to train a segment-level SER model to predict pseudo-labels for the
input observations for the DSER model.

The MSP-Conversation corpus [9] is a dataset of audio-only
conversations between multiple speakers split into 3-7 minute parts.
The conversations are sourced from podcasts used for the MSP-
Podcast corpus [21]. Each conversation part is annotated by at least
six annotators, creating emotional traces for the attributes of arousal
(calm to active), valence (negative to positive), and dominance (weak
to strong) [22, 23]. The annotation process involves raters using a
joystick to record their instantaneous emotional perception as they
listen to a conversation part. We use the proposed partitions from
version 1.1 of the corpus, which contains 695 conversation parts (59
hrs 33 min), where 429 conversation parts are in the train set, 104 in
the development set, and 162 in the test set.

The MSP-Podcast corpus [21] is a dataset of speech sentences
obtained from publicly available audio sources. The database relies
on the retrieval-based approach proposed by Mariooryad et al. [24]
to identify emotional data to be annotated. Each speaking turn is
between 3 and 11 seconds long and is annotated at the sentence level
with values for arousal, valence, and dominance. Annotators rate
each sentence using a 7-point Likert scale for each attribute. They
also provided primary and secondary emotional categories. In this
paper, we only use attribute-based annotations. We use version 1.11
of the corpus, which contains 151,654 sentences (237 hrs 56 min).

4.2. Feature Extraction

We use two types of speech features for our model. The speech
features used to train the CNP model are extracted using the
“wav2vec2-large-robust” architecture [25]. We use the pre-trained
“wav2vec2-large-robust” model from the HuggingFace library [26]
fine-tuned with Version 1.10 of the MSP-Podcast corpus (104,267
sentences) [21] as done in Martinez-Lucas et al. [27]. We obtain the
outputs of the Wav2Vec2.0 model for each conversation part in the
MSP-Conversation corpus. The wav2vec2 vectors are then split into
1-second chunks using a stride of 800 milliseconds and are averaged
for each chunk. The emotional traces from the MSP-Conversation
corpus are similarly split into 1-second chunks. We use 1-second
chunks as time-steps for these emotional traces since they a short
enough to capture the dynamic nature of the traces while minimiz-
ing noise from the annotations [28]. We obtain a wav2vec2 feature
vector of dimension 1,024 for each 1-second time-step.

The speech features used to train the segment-level SER model
are extracted using the “WavLM Large” architecture [29]. We use
the pre-trained “wavlm-large” model from the HuggingFace library
[26] and obtain the outputs for each MSP-Podcast sentence (Version
1.11). The WavLM vectors in the sentences from the MSP-Podcast
corpus are averaged for each sentence. We also obtain outputs from
the WavLM model for each conversation in the MSP-Conversation
corpus. The WavLM vectors are split into 5-second segments cen-
tered around each 1-second time-step and averaged over the seg-
ments. We obtain a WavLM feature vector of dimension 1,024 for
each MSP-Podcast sentence and MSP-Conversation segment.

Table 1. Test results of the CNP model using ground-truth labels for
five observations.

Attribute CCC ↑ ρ ↑ MSE ↓
Arousal 0.741 0.749 78.4
Valence 0.787 0.787 152
Dominance 0.693 0.695 73.8

4.3. Training Details

For the conditional neural process, we use a rectified linear unit
(ReLU) activation and dropout with a rate of 0.5 between each linear
layer. We use the ADAM optimizer with a learning rate of 0.0001,
and the loss function L(x, ŷ) = 1 − CCC(x, ŷ), to maximize the
concordance correlation coefficient (CCC) [30]. We train the model
for 25 epochs with a batch size of 33 conversation parts on the MSP-
Conversation training set. We select the model with the best CCC on
the development set and report the CCC, Pearson correlation coeffi-
cient (ρ), and mean squared error (MSE) on the test set.

For the segment-level SER model, we consider two fully con-
nected layers shown in Figure 1, highlighted in gray. It takes the
sentence or segment WavLM features and outputs the prediction for
a given emotional attribute (arousal, valence, dominance), which is
used as the pseudo-label. We use dropout with a rate of 0.5 before
both layers, and ReLU activation and layer normalization before the
second layer. We use the same training optimizer and loss func-
tion as the CNP model. Since the MSP-Podcast corpus has speakers
and sentences that overlap with the MSP-Conversation corpus, we
do not use any sentences with speakers that overlap with the MSP-
Conversation corpus. After removing those sentences, we obtain
58,965 sentences in the train set and 12,600 in the development set.
We train the model for 15 epochs with a batch size of 32 sentences
on the training set and choose the model with the best development
CCC. The MSP-Podcast labels are scaled from 1 to 7 to -100 to 100
to match the range of the MSP-Conversation labels. As we have
shown in our previous work [31], the labels of the MSP-Podcast and
MSP-Conversation corpora are not interchangeable. Therefore, we
also fine-tune the segment-level SER model with a subset of the
MSP-Conversation corpus. This SER subset has 38 conversation
parts in the train set and 11 conversation parts in the development
set. We then train the CNP model with the CNP subset with 391
conversation parts in the train set and 93 conversation parts in the de-
velopment set. The SER and CNP subsets of the MSP-Conversation
are speaker-independent.

5. RESULTS

5.1. CNP Models with Accurate Observations

First, we are interested in evaluating the performance of the system
in the case of accurate observations. Therefore, we obtain the ob-
servation labels from the ground truth traces. Table 1 shows the test
results for the CNP model using five observations. We also show
an example of a predicted trace in Figure 3. With accurate obser-
vations, the model is able to predict the emotional traces with high
accuracy, reaching CCC values above 0.69 for all the emotional at-
tributes. These results are achieved with only 5 observations.

5.2. Analyzing Number and Precision of Observation Labels
Ultimately, we want to use predicted pseudo-labels for the observa-
tions instead of ground-truth labels. We expect these pseudo-labels
to be noisy but still be somewhat close to the ground-truth labels. To
explore how robust the CNP model is to noise in the observations, we
add Gaussian noise to the ground-truth observation labels. We use
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line shows the arousal trace for one conversation part. The orange
line shows the CNP predictions using accurate observations. The
observations are highlighted in circles.

zero mean Gaussian noise with varying standard deviation (STD)
(σN ). Figure 2 shows the average development CCC over ten trials
for CNP models trained with a varying number of observations (no)
with labels contaminated with Gaussian noise. Figure 2 shows that
more observations lead to better performance. However, for arousal
and dominance, the trend breaks at a certain value for no when the
level of noise in the labels is high. Overall, noisy observation la-
bels affect arousal and dominance in similar ways. As the labels
for the observations become noisy, the performance of the system
is reduced. For valence, the noisy labels also reduce performance.
However, unlike arousal and dominance, raising the number of ob-
servations mitigates the effect of noisy labels for the observations up
to some extent. The CNP model is able to better compensate for the
noisy labels when predicting valence with more observations.

5.3. CNP Models with Predicted Labels for the Observations
In this section, we look at the performance of the CNP model when
using pseudo-labels for the observations. We train the CNP model
with the attribute predictions from the fine-tuned segment-level SER
model as pseudo-labels (SER+CNP). As a comparison, we also show
the results when we obtain the label of the observation from the ac-
tual labels, denoting this case as CNP. As a baseline, we train a 2-
layer BiLSTM network using the same training parameters as the
CNP model. We used z-normalization on the labels for the baseline
during training, which led to a more competitive model. Table 2
shows the results. All the models are trained using the CNP subset
of the MSP-Conversation and tested with the full test set. For the
CNP and SER+CNP models, we choose the number of observations
according to the best development CCC of the SER+CNP model.

These results show that predicting the observation labels instead
of using their ground truth labels has an effect on the performance
of the CNP model, which is expected given the results in Figure 2

Table 2. Test results of the baseline and proposed models trained on
the CNP subset of the MSP-Conversation corpus. The labels of the
observations for the SER+CNP model are predicted by the segment-
level SER.

Attribute Model # Obs. CCC ↑ ρ ↑ MSE ↓

Arousal
BiLSTM 0.594 0.602 112

CNP 20 0.766 0.767 74.3
SER+CNP 20 0.560 0.574 118

Valence
BiLSTM 0.390 0.397 498

CNP 35 0.802 0.803 149
SER+CNP 35 0.474 0.478 441

Dominance
BiLSTM 0.435 0.440 124

CNP 30 0.801 0.802 150
SER+CNP 30 0.445 0.455 113

which show lower performance as we increase the noise in the labels.
However, the proposed model still achieves better performance for
valence and dominance. Furthermore, unlike the results in Section
5.2, we see that a higher number of observations does not necessar-
ily lead to better performance. For the full SER+CNP model, the
use of more observations leads to a tradeoff between more informa-
tion to summarize the emotional trace and more noisy information
to propagate errors from the SER model.

6. CONCLUSIONS
In this paper, we proposed a DSER model based on a CNP method.
This model is able to predict each time-step in an emotional trace
using an embedding learned from a set of time-steps (i.e., a few ob-
servations of the emotional trace). We show results where the em-
bedding is learned using either ground-truth labels or pseudo-labels
automatically predicted by an SER model. The results of the models
using ground truth labels for the observations are very high, sug-
gesting an undeniable potential for this framework. While the pre-
dictions drop when using the predicted pseudo-levels for the obser-
vations, the approach is still able to achieve high performance com-
pared to a competitive baseline, especially for valence.

We can view the CNP results using ground-truth labels as the
limit in performance for the CNP model. Therefore, increasing the
performance of the SER model used to predict the pseudo-labels is
a good next step to improve the model. We can also intentionally
choose observations whose pseudo-labels are predicted with higher
confidence, expecting that they will be closer to the ground-truth la-
bels. We can also focus on raising the performance limit set by the
CNP. For example, this paper uses MLPs for all the CNP networks.
Therefore, we expect better performance if we use more sophisti-
cated models to build these functions by including attention mecha-
nisms or RNN layers.
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