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Abstract—Many pattern recognition problems involve characterizing samples with continuous labels instead of discrete categories. While regression models are suitable for these learning tasks, these labels are often discretized into binary classes to formulate the problem as a conventional classification task (e.g., classes with low versus high values). This methodology brings intrinsic limitations on the classification performance. The continuous labels are typically normally-distributed, with many samples close to the boundary threshold, resulting in poor classification rates. Previous studies only use the discretized labels to train binary classifiers, neglecting the original, continuous labels. This study demonstrates that, even in binary classification problems, exploiting the original labels before splitting the classes can lead to better classification performance. This work proposes an optimal classifier based on the Bayesian maximum a posteriori (MAP) criterion for these problems, which effectively utilizes the real-valued labels. We derive the theoretical average performance of this classifier, which can be considered as the expected upper bound performance for the task. Experimental evaluations on synthetic and real data sets show the improvement achieved by the proposed classifier, in contrast to conventional classifiers trained with binary labels. These evaluations clearly demonstrate the optimality of the proposed classifier, and the precision of the expected upper bound obtained by our derivation.

Index Terms—Bayesian decision classifier, maximum a posteriori.

1 INTRODUCTION

Many machine learning problems rely on continuous labels describing the intensity of an attribute. These real-valued descriptors, referred to as continuous labels, aim to characterize an inherently fuzzy attribute. Examples include labels derived from psychometric Likert scale questionnaires or similar rating schemes (e.g., sliding bars between two extremes). These continuous labels are popular descriptors for quantifying the degree of emotion of a given stimuli [1], intensity of attribute-based emotional traces such as arousal and valence [2]–[7], distraction level of drivers [8] and conflict level in conversations [9], [10]. Other recognition tasks using continuous labels include likability (pleasantness) of someone’s voice [11], [12], speaking rate and speaking liveliness [13], and perceived personality traits in the voice [14], [15]. These continuous labels are used to train machine learning models to automatically estimate these attributes. While regression frameworks are suitable for modeling these continuous labels [16], [17], current studies commonly formulate the problem as a multi-class classification task with discrete classes derived after discretizing the continuous labels [11], [12], [18]. This methodology introduces intrinsic limitations on the classification performance.

This study explores the practice of dichotomizing continuous attributes in machine learning problems. The study reviews the costs and benefits associated with this practice, highlighting the inevitable loss of information caused by transforming continuous attributes into discrete classes [19]–[22]. We discuss alternative frameworks for binary classification that allow us to incorporate the original continuous attributes, including classifiers with weighted sum loss function and regression-based binary classifiers. Furthermore, we present a novel derivation of a Bayesian-optimal classifier based on the maximum a posteriori (MAP) criterion for cases where binary labels are discretized from continuous attributes. The derivation assumes that the continuous attribute, and the features of the classifiers follow Gaussian distributions. Although non-Gaussian distributions can also be incorporated in the proposed model, they might not result in mathematically tractable classifiers. In contrast to previous studies, the proposed classifier uses the original, continuous values of the attribute, resulting in an optimum linear classifier. For similar classification tasks, the proposed Bayesian classifier achieves statistically significant improvements over baseline models trained with conventional classifiers. Furthermore, we derive a closed form expression for the expected upper bound performance for such classification tasks. We demonstrate the performance of the proposed classifier, and validate the expected upper bound performance with evaluations using synthetic and real data sets.

The rest of the paper is organized as follows. Section 2 reviews studies that evaluated the cost and benefits
associated with using dichotomized labels. Most of these studies concluded that this practice produced inevitable loss of information. This section presents alternative machine learning approaches for binary classification that consider the original labels. Section 3 describes the proposed Bayesian-optimal classifier and also derives its expected accuracy, which can be considered as an upper bound performance for other conventional classifiers. Section 4 presents experimental results using synthetic data, where we evaluate the loss in performance caused by dichotomized labels. The section also evaluates the robustness of the proposed classifier when we vary the underlying assumptions. Section 5 evaluates the Bayesian-optimal classifier with real data, in emotion recognition experiments. Section 6 concludes the paper, discussing contributions of the proposed model, and research directions for future improvements.

2 Dichotomization of Continuous Attributes

The use of dichotomized labels derived from continuous attributes is a common approach in social and behavioral sciences, developmental and clinical psychology, and psychiatric and criminological research. In the context of statistical analysis, several studies have reported benefits in using this approach [23]. Using dichotomized labels simplifies data analysis. Common statistical tests such as ANOVA require discrete groups or factors. Since many researchers are trained with these tools, studies tend to transform continuous variables into discrete groups (e.g., grouping people’s age into discrete classes) [24]. In many cases, the relevant information in the study is whether a behavior or trait is “normal” or “abnormal.” Does a continuous measurement exceed a given threshold? (e.g., legal limit of percentage of alcohol in blood while driving). In these cases, having categorical levels is more appropriate, simplifying the understanding of the results between people with different training (e.g., law enforcers, health practitioners). Sometimes, the cut points between categories are defined by theoretically meaningful values or by thresholds used in previous studies [20]. Another common justification for using dichotomized labels is when the data is highly skewed [23], or when relevant classes have different, separated modes. Studies have argued that when the number of samples is small, the use of dichotomized labels increases the robustness of these models [24].

After surveying researchers who used dichotomized labels in their work, DeCoster et al. [20] categorized the benefits of dichotomizing continuous variables into three broad groups: underlying distribution of the variables, simplification of the analysis, and existence of meaningful cuts. They conducted Monte Carlo simulations to demonstrate that in most of the cases, using continuous attributes instead of dichotomized labels provides better results, emphasizing the underlying loss of information in dichotomizing continuous labels [19], [21], [22].

2.1 Cost of Dichotomization

Using simple examples, Cohen [21] demonstrated that dichotomization significantly reduces the dependency between dependent and independent variables. Using Gaussian distributions, that study shows that the variance accounted for the original continuous attributes is reduced by more than 20% after dichotomization. This loss of information is equivalent to discard one third of the samples. The loss of information is even higher when both dependent and independent variables are discretized. MacCallum et al. [19] presented a similar study, where they evaluated the main advantages of using dichotomized labels, concluding that in most of the cases using the continuous labels is a better option. Dichotomization reduces the correlation and the power of statistical tests. It creates significant results that are not observed in the original values, especially for cases where the correlation between dependent and independent variables is small [19]. The selection of the boundaries also creates fluctuations that prevent the results across studies to be compared [22]. This approach also overlooks nonlinear relationship between dependent and independent variables that are only apparent in the original attributes [19]. The loss of information is caused by treating every sample within a group as having the same underlying properties, regardless of the actual values (i.e., samples in the low/high extremes versus samples close to the cutting points). For these reasons, the conclusion of these studies is that there is no good justification for using dichotomized labels.

From modeling perspective, post processing the original annotations may result in noisy labels. If the data had been originally annotated with the dichotomized classes, the resulting classes would have probably been different from the post-processed labels. This can be avoided by constructing the annotation process using the same descriptors that the intended classifier is supposed to use.

Most of the studies analyzing the cost of dichotomization have focussed on statistical tests such as regression and correlation [19]–[24]. To the best knowledge of the authors, studying the use of dichotomization labels in binary or multi class machine learning problems has not been addressed. This study addresses this problem for binary classification tasks.

2.2 Classifiers for Dichotomized Labels

Training classifiers with classes obtained after dichotomizing continuous attributes is a common practice in several affective, paralinguistic, and social behavioral problems. The continuous labels are commonly derived from subjective evaluations conducted by multiple annotators. The scores are averaged across evaluators providing a mean value associated with a stimulus. The central limit theorem says that the cumulative distribution function (CDF) of the normalized sum of large number of mutually independent samples tends to a Normal
is not always possible, given the limited number of samples available in many related problems.

While using dichotomized labels in classification problems introduces inevitable loss of information, there are alternatives that can be implemented to mitigate this problem. These approaches consider the original, continuous labels, in addition to the dichotomized labels. Two of these approaches are described below.

**Regression-based binary classifiers:** An intuitive approach to incorporate continuous labels in classification problems with dichotomized labels consists in training regression models where the dependent variable is the original continuous metric. During testing, the binary classes are formed by setting the required thresholds over the predicted values of the dependent variable. This approach was used in Wollmer et al. [18]. This study presents an implementation of this approach as baseline, where we train a support vector regression (SVR) model to predict the continuous attributes.

**Weighted sum loss function:** A key problem highlighted by MacCallum et al. [19] is when we assume that each sample from the discrete classes has the same relevance. Given the underlying confusion between samples from different classes close to the boundary, an intuitive solution consists in introducing reliability weights to the samples during training. The continuous labels are transformed into weights for the training samples. For example, we can assign higher weights to samples closer to the extremes, and lower weights to samples closer to the cutting boundaries. A potential implementation of this approach is changing the cost function in support vector machine (SVM) by applying these weights to account for the relevance of misclassified samples. We also implement this approach as baseline.

Although these approaches seem intuitive, to the best knowledge of the authors, these approaches are seldom used in previous studies. This study aims to raise awareness of this problem, highlighting the benefits of considering continuous labels during training. Furthermore, we present the derivation of a novel, elegant, Bayesian-optimal classifier that uses the continuous labels to mitigate the loss of information caused by dichotomized labels (Section 3).

### 3 Bayesian-Optimal Classifier for Dichotomized Labels

We present the novel derivation of the proposed Bayesian-optimal classifier for dichotomized labels. We denote matrices, random variables and random vectors with bold, uppercase letters (e.g., \( \mathbf{X} \)). We denote realizations of the random variables with lower case letters (e.g., \( y \)). We do not distinguish between vectors and scalar, but we specify the dimension of the variables.

#### 3.1 Problem Formulation and Assumptions

Given a feature vector \( \mathbf{X} \) of dimension \( N \), and a target attribute \( \mathbf{Y} \) (continuous labels), the classification task

![Fig. 1. Distribution of annotations of arousal and valence as emotion descriptors in the SEMAINE database [6].](image-url)
consists in classifying the samples according to the discretized labels \( Q_Y \) of \( Y \). The study assumes that the continuous attribute is discretized into binary classes. Extension of the approach to cases with more than two discrete classes is left as future work. The discretization process separates the upper half (positive class) from the lower half (negative class) of the distribution by using the mean or median of \( Y \) as the boundary threshold.

To derive a closed-form solution for the proposed classifier and its expected performance, we make the following simplifications. We assume that the feature vector \( X \) follows a multivariate Gaussian distribution \( X \sim N(\mu_X, \Sigma_{XX}) \), where \( \mu_X \) and \( \Sigma_{XX} \) are the mean vector and covariance matrix of \( X \), respectively. Using Gaussian distribution to model the observations is a common approach in many practical problems. Likewise, we assume that the attribute \( Y \) also follows a Gaussian distributions \( Y \sim N(\mu_Y, \Sigma_{YY}) \), with mean \( \mu_Y \) and variance \( \Sigma_{YY} \). As mentioned in Section 2.2, this assumption is justified by the common approach used to estimate the attribute values consisting in averaging the results across multiple annotations for a given sample. Finally, we assume that the joint probability density function (PDF) \( P(X, Y) \) is also Gaussian with covariance matrix \( \Sigma \) and mean vector \( \mu \) given by equations 1 and 2. \( \Sigma_{XY} \) is the cross-covariance matrix of variables \( X \) and \( Y \).

\[
\Sigma = \begin{bmatrix}
\Sigma_{XX} & \Sigma_{XY} \\
\Sigma_{YX} & \Sigma_{YY}
\end{bmatrix}
\]

\[
\mu = \begin{bmatrix}
\mu_X \\
\mu_Y
\end{bmatrix}
\]

Without loss of generality, we assume all the variables are zero-mean (i.e., \( \mu_X = 0 \) and \( \mu_Y = 0 \)). A simple mean subtraction step can achieve this requirement.

### 3.2 Proposed Classifier

Under the assumptions described in Section 3.1, the conditional PDF of \( Y \) given \( X \) is also Gaussian (Eq. 3), with parameters \( \mu_{Y|X} \) (Eq. 4) and \( \Sigma_{Y|X} \) (Eq. 5).

\[
P(Y|X) \sim N(\mu_{Y|X}, \Sigma_{Y|X})
\]

\[
\mu_{Y|X} = \mu_Y + \Sigma_{YX}\Sigma_{XX}^{-1}(X - \mu_X)
\]

\[
\Sigma_{Y|X} = \Sigma_{YY} - \Sigma_{YX}\Sigma_{XX}^{-1}\Sigma_{XY}
\]

For zero-mean, multidimensional Gaussian distributions, the mean and the median of \( Y \) are both zero. Therefore, samples are assigned to the lower class (\( \mathcal{L} \)) if \( Y < 0 \), and to the upper class (\( \mathcal{U} \)) if \( Y \geq 0 \). Under this formulation, we use the Bayesian decision rule with zero-one cost [31], which is known as the maximum a posteriori (MAP) classifier (Eq. 6). This classifier selects the label that maximizes the posterior probability \( P(Q_Y|X) \) resulting in the following decision boundary:

\[
P(Y \geq 0|X) \leq P(Y < 0|X) = 1.
\]

Given the conditional distribution in Equation 3, the decision boundary of the classifier can be obtained starting from Equation 7. We simplify the expression using the error function \( \text{erf}(x) = \int_0^x \exp\left(-\frac{t^2}{2}\right) dt \). By changing variables and simplifying terms, we obtain a compact expression for the decision boundary given in Equation 8.

\[
\int_{-\infty}^{0} \frac{1}{\sqrt{2\pi}\sigma_{XY}N_{Y|X}} \exp \left(-\frac{(y-\mu_{Y|X})^2}{2\sigma_{YY}^2}\right) dy = 1
\]

\[
\int_{0}^{\infty} \frac{1}{\sqrt{2\pi}\sigma_{XY}N_{Y|X}} \exp \left(-\frac{(y-\mu_{Y|X})^2}{2\sigma_{YY}^2}\right) dy = 2 \text{erf} \left( \frac{\mu_{Y|X}}{\sqrt{\Sigma_{YY}}} \right) = 0
\]

Since the error function is only zero when it is evaluated at the origin (\( \text{erf}(0) = 0 \)), Equation 8 implies that \( \mu_{Y|X} = 0 \) (Eq. 9). Given the expression for the conditional mean in Equation 4, and the assumption that \( \mu_X = 0 \) and \( \mu_Y = 0 \), we derive the closed form solution for the decision boundary in Equation 10.

\[
\mu_{Y|X} = 0
\]

\[
\Sigma_{YX}\Sigma_{XX}^{-1}X = 0
\]

Notice that deriving the MAP classifier on the discretized binary classes resulted in a linear classifier \( W^T X = b \), where \( W^T = \Sigma_{YX}\Sigma_{XX}^{-1} \) and \( b = 0 \). In case of non-zero mean vector for \( \mu_X \) and \( \mu_Y \), we only need to assign \( b = \Sigma_{YX}\Sigma_{XX}^{-1}\mu_X - \mu_Y \). This linear classifier is a hyper-plane in the feature space, where its coefficients depend on the joint covariance matrix \( \Sigma \) (Eq. 1).

### 3.2.1 Training the Classifier

The training step consists in estimating \( \Sigma_{XX}, \Sigma_{YY}, \Sigma_{YX} \) from the features (\( X \)) and the continuous label (\( Y \)). In contrast to conventional classifiers which are trained with the discretized classes, the proposed classifier utilizes the original continuous labels to estimate \( \Sigma_{YY} \). This is a key feature of the proposed classifier, which contrasts with conventional machine learning solutions trained with binary classes derived from continuous attributes.

### 3.2.2 Testing the Classifier

The testing step uses the linear decision boundary in Equation 10 to classify the given samples according to:

\[
\text{Label}(X) = \begin{cases} 
\mathcal{L}, & \text{if } \Sigma_{YX}\Sigma_{XX}^{-1}X < 0, \\
\mathcal{U}, & \text{if } \Sigma_{YX}\Sigma_{XX}^{-1}X \geq 0.
\end{cases}
\]
3.3 Performance Analysis

The study presents a closed form expression for the expected accuracy of the proposed classifier. Let’s consider the $1 \times 1$ variable

$$V = \Sigma_{YX} \Sigma_{XX}^{-1} X.$$  \hspace{1cm} (12)

Assuming that the upper class $\mathcal{U}$ (i.e., $Y \geq 0$) is the target class in the binary classification problem, then $P(Y > 0, V > 0)$ is the probability of true positive (TP), and $P(Y < 0, V < 0)$ is the probability of true negative (TN). We can combine both probabilities to estimate the expected accuracy of the classifier:

$$E[Acc] = 100 \cdot [P(Y > 0, V > 0) + P(Y < 0, V < 0)]$$  \hspace{1cm} (13)

Since $V$ is a linear transformation of the feature vector $X$, and $\Sigma_{XX}$ is a nonsingular matrix, $V$ also follows a Gaussian distribution, $V \sim \mathcal{N}(0, \Sigma_{YX} \Sigma_{XX}^{-1} \Sigma_{XY})$. To estimate the true positive probability, we use the Shepard’s theorem on median dichotomy [32], [33], which gives a closed form expression for the integral over the first quadrant of the joint distribution of two Gaussian variables (in this case $Y$ and $V$). The expression for the true positive probability is given by Equation 14, where $\rho_{VY}$ is the normalized correlation coefficient between $Y$ and $V$.

$$P(Y > 0, V > 0) = \frac{1}{4} + \frac{\arcsin \rho_{VY}}{2\pi} \frac{E[|V|]}{E[|V|^2]}$$  \hspace{1cm} (14)

$$\rho_{VY} = \frac{\sqrt{\Sigma_{YX} \Sigma_{XX}^{-1} \Sigma_{XY}}}{\Sigma_{YY}}$$  \hspace{1cm} (15)

Given the symmetry of the problem, the true negative probability equals the true positive probability. Combining Equations 13, 14, and 15, we derive the expected accuracy of the proposed classifier:

$$E[Acc] = 50 + 100 \frac{\arcsin (\rho_{XY})}{\pi}$$  \hspace{1cm} (16)

We will consider the case with a single feature to illustrate the intrinsic limitation in accuracy imposed by using binary labels derived from continuous attributes. We use equation 17 to plot the expected performance of the proposed classifier with respect to $\rho_{XY}$. Figure 2 gives the results which show that the correlation between the feature $X$ and the label $Y$ should be very high to achieve high performance. For instance, we expect to achieve only $80\%$ accuracy when $\rho_{XY} = 0.8$. When the correlation between the feature and target attribute is zero, the expected accuracy is $50\%$ which is the performance of a random classifier.

![Fig. 2. Expected accuracy of predicting target label $Q_Y$ with a single feature $X$ as a function of $\rho_{XY}$ (see Eq. 17).](image-url)

3.4 Case Study for Single Dimensional Feature

An interesting case arises when the feature vector $X$ consists of a single variable. In this case, the expected accuracy in Equation 16 can be simplified by Equation 17, where $\rho_{XY}$ is the normalized correlation coefficient between $X$ and $Y$.

$$E[Acc] = 50 + 100 \frac{\arcsin (\rho_{XY})}{\pi}$$  \hspace{1cm} (17)

Under the assumptions of the models (see Sec. 3.1), this accuracy can be considered as an upper bound on the expected performance for other classifiers, given the optimality of the Bayesian classifier. It is important to stress that Equation 16 provides the expected performance. It is possible that a classifier under certain conditions achieves better classification results, as we will discuss in Sections 4 and 5.

Figure 3 gives the joint distribution of a single feature $X$ and a label $Y$ for three levels of correlation. From Equation 12, we observe that when $X$ is a one-dimensional feature, $V = (\Sigma_{YX} / \Sigma_{XX}) X$ (\(\Sigma_{YX}\) and $\Sigma_{XX}$ are scalars). As long as $\Sigma_{YX} > 0$, the decision rule in Equation 11 is equivalent to evaluating the sign of $X$ (i.e., $X > 0$ implies that $V > 0$, and, therefore, the sample belong to $\mathcal{U}$). The classification errors for false negative (FN) and false positive (FP) cases correspond to the second and fourth quadrants, respectively. This figure shows that higher correlation values reduce the areas for FN and FP. When $\rho_{XY} \neq 1$, the figure illustrates that using the median or mean of $Y$ to define the binary classes intrinsically introduces an upper bound performance on the accuracy, given the errors on the corners (i.e., FP and FN). This upper bound performance is analytically derived in Equation 16 based on the performance of the Bayesian-optimal classifier.
4 Experimental Evaluation with Synthetic Datasets

This section evaluates the proposed classifier with synthetic datasets, where we can carefully control the conditions of the experiments (e.g., whether the underlying assumptions hold). In particular, we consider cases where the features follow Gaussian (Sec. 4.1) and non-Gaussian distributions (Sec. 4.2).

We compare the proposed Bayesian-optimal classifier with conventional classifiers: linear discriminant classifier (LDC), logistic regression classifier (LRC), and support vector machine (SVM), with linear and radial basis function (RBF) kernels. The LDC is derived by assuming normal densities with equal covariance for each class [31]. The LRC is trained with maximum-likelihood estimation. For the SVM, we set its complexity parameter $c$ to 0.1, following the results from our previous study [34]. All these baseline classifiers are trained using the dichotomized labels after median split.

We also implement the weighted-SVM classifier and regression-based binary classifier approach using SVR discussed in Section 2.2. During testing, the regression model predicts the continuous labels, assigning the samples to the positive class when the predicted scores are greater or equal to the cutting threshold. In contrast to other baseline methods, these approaches use the original continuous values.

4.1 Synthetic Datasets with Gaussian Distribution

In this section, we create machine learning problems satisfying the assumptions made on our derivation. We use the generative model in Equation 18 to create the synthetic data. $U$ is an $(N+1) \times 1$ vector, where its first $N$ elements are considered as the features $X$, and the last element is considered as the continuous label $Y$ (see Eq. 22). The $(N+1) \times 1$ vector $Z$ is generated by sampling a zero-mean multidimensional white Gaussian distribution (i.e., $Z \sim \mathcal{N}(0, I)$). $T$ is the spectral shaping matrix of the transformation, where each of its elements is fixed, but randomly set by sampling the standard normal distribution. The $(N+1) \times 1$ vector $S$ is created by sampling a multidimensional Gaussian distribution with covariance matrix $\sigma^2 I$ (i.e., $S \sim \mathcal{N}(0, \sigma^2 I)$). For simplicity, $\sigma$ is assumed constant, generated by sampling a normal distribution and taking its absolute value.

$$U = TZ + S \quad (18)$$
$$Z_{(N+1) \times 1} = \begin{bmatrix} Z_{X_{N \times 1}} \\ Z_{Y_{1 \times 1}} \end{bmatrix} \quad (19)$$
$$S_{(N+1) \times 1} = \begin{bmatrix} S_{X_{N \times 1}} \\ S_{Y_{1 \times 1}} \end{bmatrix} \quad (20)$$
$$T_{(N+1) \times (N+1)} = \begin{bmatrix} A_{N \times N} & B_{N \times 1} \\ C_{1 \times N} & D_{1 \times 1} \end{bmatrix} \quad (21)$$
$$U = \begin{bmatrix} X \\ Y \end{bmatrix} = \begin{bmatrix} A & B \\ C & D \end{bmatrix} \begin{bmatrix} Z_X \\ Z_Y \end{bmatrix} + \begin{bmatrix} S_X \\ S_Y \end{bmatrix} \quad (22)$$

With these definitions, the theoretical covariance matrices $\Sigma_{XX}$, $\Sigma_{YY}$ and cross-covariance matrix $\Sigma_{XY}$ are given by Equations 23-25, respectively.

$$\Sigma_{XX} = AA^T + BB^T + \sigma^2 I \quad (23)$$
$$\Sigma_{YY} = CC^T + DD^T + \sigma^2 I \quad (24)$$
$$\Sigma_{XY} = AC^T + BD^T \quad (25)$$

There are some important remarks about this generative model. First, the cross-covariance matrix $\Sigma_{XY}$ depends only on the values of the transformation matrix $T$ (see Eq. 25). Its entries determine the correlation between features and the continuous label. Second, the vector $S$ in Equation 18 introduces uncorrelated variability in the features and the label. Therefore, the higher its variance $\sigma^2$, the lower the normalized correlation between the features and the label. As a result, increasing the values of $\sigma$ reduces the expected upper bound accuracy of the proposed classifier.
features and labels, the extra information hidden in the continuous values provides useful information to obtain this optimal classifier. This information is not utilized by conventional classifiers which only use the discretized version of the labels. The SVR-based and weighted-SVM classifiers utilize the continuous values, but their performance is lower than the proposed method. Table 1 also reports the accuracy of the classifier built with the theoretical covariance, which shows a performance equal to the expected upper bound. The theoretical covariance matrices are not available in practice. Nevertheless, this result indicates that using more reliable estimations of the covariance matrices improves the recognition rates.

Figure 4 depicts the accuracy of the proposed classifier and the SVM classifier with linear kernel against the upper bound performance for each of the 200 runs. The $x$-axis shows the expected upper bound performance for each condition (Eq. 16), derived from the theoretical covariance matrices (Eqs. 23-25). The $y$-axis represents the actual performance given by the classifiers. For example, the point highlighted with a circle in the figure has an accuracy of 52.1%, while its expected upper bound performance is 71.8%. The solid line represents cases where the actual performance equals the expected upper bound performance. The accuracies achieved by the proposed classifier (red dots) lie closer to the solid line, revealing that they are closer to the average upper bound performance. Since $E[\text{Acc}]$ is the expected upper bound performance, not the upper bound itself, certain cases can achieve accuracies above $E[\text{Acc}]$ (points above the solid line). The accuracies for the SVM classifier (blue crosses) are further from the line.

Table 1 reports the average classification performance over 200 runs, where we consider different number of features and samples. To analyze the effect of number of features on the performance of the proposed classifier, we conducted a similar experiment by fixing the number of samples to 500. Then, we increase the number of features from 2 to 50, and we evaluate the classification performance. Figure 5 shows the mean and standard deviation of the accuracy obtained with the proposed}

### TABLE 1

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper bound ($E[\text{Acc}]$)</td>
<td>85.4</td>
</tr>
<tr>
<td>SVM (linear kernel)</td>
<td>80.5</td>
</tr>
<tr>
<td>SVM (RBF kernel)</td>
<td>50.2</td>
</tr>
<tr>
<td>LDC</td>
<td>80.9</td>
</tr>
<tr>
<td>LRC</td>
<td>81.0</td>
</tr>
<tr>
<td>Proposed (empirical $\Sigma$)</td>
<td>84.1</td>
</tr>
<tr>
<td>Proposed (theoretical $\Sigma$)</td>
<td>85.4</td>
</tr>
<tr>
<td>SVR-based classifier</td>
<td>78.7</td>
</tr>
<tr>
<td>Weighted-SVM classifier</td>
<td>81.1</td>
</tr>
</tbody>
</table>

For the classification experiments, we aim to cover different scenarios. We randomly set the number of features $N \in [2 \ldots 50]$ and number of samples $M \in [100 \ldots 1000]$. This experiment is repeated 200 times. In each run, we randomly generate $T$ and $\sigma$ to create the feature vectors $X$ and the continuous labels $Y$. Over the 200 runs, the median and 95-percentile absolute correlation between the generated features and labels is 0.12 and 0.37 respectively. We randomly partition the data into two balanced sets for training the classifiers and testing their performance. We evaluate two conditions. First, we use the actual covariance matrices using Equations 23-25. We refer to this condition as the theoretical case. We also use the theoretical covariance matrices to estimate the expected upper bound performance using Equation 16. Second, we use the synthesized data to estimate the sample covariance matrices. We refer to this condition as the empirical case.

Table 1 reports the average results of this experiment across the 200 runs. The expected upper bound performance estimated with Equation 16 using the theoretical covariances is 85%. The performances of the conventional linear classifiers is around 81% (with the exception of SVM with RBF kernel). The proposed classifier using the empirical covariance matrices yields an average accuracy of 84.1%. This is a statistically significant improvement over the conventional linear classifiers, based on the population mean hypothesis test ($p$-value < $1 \times 10^{-10}$). On average, the proposed method achieves accuracies that are 5.7% (relative) higher than the ones achieved by other classifiers. Although the machine learning problems are the same in terms of the
classifier, which reveals that adding more features improves the classification performance.

4.2 Synthetic Datasets with Non-Gaussian Distributions

The previous section shows the effectiveness of the proposed derivation when the assumptions described in Section 3.1 hold. This section evaluates the proposed approach with non-Gaussian features to assess the robustness against violations of this key assumption. Instead of defining the joint distribution of the feature set \( X \), we generate individual features with known marginal distributions. Equation 26 describes the approach to generate the dataset, where \( X_i \) is an individual feature and \( Y \) is the continuous label. This equation imposes a dependency between the features and the label as a function of a weighting factor \( a_i \) and a random signal \( S_i \). We consider two cases. First, we assume that \( Y \) and \( S_i \) follow exponential distributions. In this case, \( X_i \) is a weighted sum of exponential densities, resulting in a hyper-exponential distribution. Second, we assume that \( Y \) and \( S_i \) follow Gamma distributions. Therefore, \( X_i \) also follows a Gamma distribution. The linear combination coefficient \( (a_i) \) and the parameters of the distributions of \( Y \) and \( S_i \) are randomly selected.

\[
X_i = a_i Y + S_i
\]  

(26)

Table 2 summarizes the results of this evaluation. With exponential distributions for \( Y \) and \( X_i \), the proposed method still outperforms other classifiers. However, the improvement is not as high as the improvements observed for features and labels following Gaussian distributions (Table 1). When \( Y \) and \( X_i \) follow a Gamma distribution, the performance of the proposed method drops. These results show that when the labels and the features do not follow a Gaussian distribution, the proposed approach may or may not provide optimum performance. Table 2 only shows robustness against exponential distributions. While the exponential distribution is a special form of Gamma distribution, varying the parameters of Gamma distribution generates more diverse distributions affecting the performance of the proposed system. This evaluation demonstrates that the proposed approach is sensitive to the assumptions, only when the distributions of the labels and features radically deviate from Gaussian distributions.

5 Experimental Evaluation with Real Datasets: Emotion Recognition

We report classification evaluations with real data sets to validate the proposed classifier and the expected upper bound performance for binary classification problems trained with discretized labels. In particular, the study focuses on detecting low and high levels of the emotional dimensions arousal (i.e., calm versus active) and valence (i.e., negative versus positive).

5.1 Database, Labels and Features

This study uses the sustained emotionally coloured machine-human interaction using nonverbal expressions (SEMAINE) database [6]. This is an audiovisual corpus of dyadic interactions between users and operators. The operators act the role of four characters with different personalities (happy, gloomy, angry and pragmatic) to induce various emotional reactions in the users. We consider 44 sessions recorded from nine subjects.

The expressive behaviors of the users are annotated by multiple annotators (2-8) in terms of degree of arousal, and valence. The perceptual evaluation included other emotional dimensions that are not considered in this study. These continuous attributes are collected along the duration of the videos, with the FEELTRACE toolkit [35]. This interface presents the video stimuli to the subjects, while continuously recording the mouse cursor location on a two-dimensional coordinate system, in which

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Exponential</th>
<th>Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier</td>
<td>Accuracy [%]</td>
<td></td>
</tr>
<tr>
<td>SVM (linear)</td>
<td>79.8</td>
<td>79.8</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>63.1</td>
<td>73.7</td>
</tr>
<tr>
<td>LDC</td>
<td>77.8</td>
<td>79.1</td>
</tr>
<tr>
<td>LRC</td>
<td>79.4</td>
<td>79.5</td>
</tr>
<tr>
<td>Proposed (empirical Σ)</td>
<td>79.5</td>
<td>68.8</td>
</tr>
<tr>
<td>SVR-based classifier</td>
<td>63.9</td>
<td>78.8</td>
</tr>
<tr>
<td>Weighted-SVM classifier</td>
<td>76.2</td>
<td>73.2</td>
</tr>
</tbody>
</table>
its axes represent these two attributes. The annotators reflect their perceived emotional content over time by moving the mouse cursor to the location that better captures the emotional attribute. The collected traces are mapped into the interval [-1, +1] for each dimension. In our previous study, we have identified a reaction lag in the evaluators’ responses, as they watched the video, perceived the emotional content, and responded by moving the mouse cursor [34]. We have compensated for this delay in the annotations using a mutual-information based technique introduced in Mariooryad and Busso [36]. The data is segmented into turns and the average value across the duration of the turn is assigned to it. Figure 1 depicts the histogram of these two emotional descriptors. The figure also describes the two binary classes, where the mean of the attributes are used as the separating thresholds.

This study explores speech emotion recognition during the users’ speaking turns (1435 segments), and facial emotion recognition during the users’ listening turns (816 segments). We do not analyze the facial expressions of the users during speaking turns, since the lexical information introduces variability, affecting the performance of the classifiers [37], [38]. The speech features are the feature set proposed for the INTERSPEECH 2011 speaker state challenge [12]. The set contains 4368 features describing prosodic, spectral and voice quality features, and it is extracted using the OpenSMILE toolkit [39]. The facial features are extracted using the computer expression recognition toolkit (CERT) [40], which includes a set of 20 action units (AUs) and three head rotation parameters. For each turn, we estimate the following six statistics: mean, median, lower quartile, upper quartile, 1%-percentile ($\min$) and 99%-percentile ($\max$). We represent facial expression with this 138D feature vector ($20 \text{ AUs} + 3 \text{ head pose } \times 6$).

### 5.2 Classification Experiments

The proposed approach requires the estimation of the covariance and cross-covariance matrices ($\Sigma_{XX}$, $\Sigma_{YY}$, $\Sigma_{XY}$).
Table 3: Performance of the Bayesian-Optimal classifier for different number of features evaluated on the SEMAINE database. The table lists the values for $\rho_{XY}$ (see Eq. 15). 

<table>
<thead>
<tr>
<th>Problem</th>
<th>Stat</th>
<th>Number of features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>Arousal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>facial features</td>
<td>$\rho_{XY}$</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>Acc</td>
<td>62%</td>
</tr>
<tr>
<td></td>
<td>TP</td>
<td>36%</td>
</tr>
<tr>
<td></td>
<td>TN</td>
<td>24%</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>29%</td>
</tr>
<tr>
<td></td>
<td>FN</td>
<td>10%</td>
</tr>
<tr>
<td>Arousal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>acoustic features</td>
<td>$\rho_{XY}$</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>Acc</td>
<td>63%</td>
</tr>
<tr>
<td></td>
<td>TP</td>
<td>35%</td>
</tr>
<tr>
<td></td>
<td>TN</td>
<td>28%</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>25%</td>
</tr>
<tr>
<td></td>
<td>FN</td>
<td>11%</td>
</tr>
<tr>
<td>Valence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>facial features</td>
<td>$\rho_{XY}$</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>Acc</td>
<td>56%</td>
</tr>
<tr>
<td></td>
<td>TP</td>
<td>53%</td>
</tr>
<tr>
<td></td>
<td>TN</td>
<td>3%</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>40%</td>
</tr>
<tr>
<td></td>
<td>FN</td>
<td>4%</td>
</tr>
<tr>
<td>Valence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>acoustic features</td>
<td>$\rho_{XY}$</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>Acc</td>
<td>56%</td>
</tr>
<tr>
<td></td>
<td>TP</td>
<td>45%</td>
</tr>
<tr>
<td></td>
<td>TN</td>
<td>11%</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>33%</td>
</tr>
<tr>
<td></td>
<td>FN</td>
<td>10%</td>
</tr>
</tbody>
</table>

Table 4: Statistical significance test to verify if the proposed method outperforms (√) SVM or not (x) using proportion hypothesis test with $p-value=0.05$.

<table>
<thead>
<tr>
<th>Number of features</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>arousal - facial features</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>arousal - acoustic features</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>valence - facial features</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>valence - acoustic features</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
</tbody>
</table>

Also, the figures suggest that with lower number of features the proposed Bayesian-optimal classifier generally provides the best performance. As we add more features, the SVR-based classifier becomes the system with the best accuracy. Notice that adding more features decreases the validity of joint Gaussian distribution assumption on the features. In fact, we use the multivariate normality (MVN) package [41] to test the normality assumption as we increase the number of selected features. The three tests of this package [42]–[44] consistently indicate that the distribution of the feature set deviates from the multivariate Gaussian distribution. The p-values for all these tests are always less than 0.05, and they become near zero when the number of features exceeds 10. In these cases, the SVR-based classifier outperforms the proposed method. SVR-based classifier also uses the continuous labels without making assumptions on the distribution of features.

It is important to highlight that the proposed method outperforms conventional classifiers trained with the dichotomized labels. We compare the proposed Bayesian-optimal classifier against the SVM classifier that does not consider the continuous labels. We use the proportion hypothesis test asserting significance at $p=0.05$. We consider cases where both classifiers are trained with a given number of features. Tables 4 shows the results, where a check mark (√) indicates that our proposed method is significantly better than the SVM classifier. With the exception of detecting valence with facial features, the analysis shows that the proposed method outperforms the SVM classifier.

In theory, adding more features should increase the performance (see Fig. 5). Figure 6 shows that adding more features does not always increase the performance of the Bayesian-optimal classifier, indicating that a more sophisticated feature selection approach may provide better performance. We use information gain and FFS, which can provides local optimum.

The upper bound $E[Acc]$ in Figure 6 is estimated using Equation 16 based on the cross-covariance of features and continuous label. The figure clearly demonstrates the optimality of the expected upper bound $E[Acc]$. In all cases, the expected upper bound performance is higher than the performances of the conventional classifiers. Only the classifiers that make use of continuous labels (i.e., proposed method, SVR-based classifier, and weighted-SVM) exceed the expected upper bound.
5.3 Analysis of Features and Labels

We study the correlation between the individual features and the continuous labels ($\rho_{XY}$) for either arousal or valence (Eq. 17). Figure 7 gives the histogram of the correlation observed for all the selected facial and acoustic features (we combine results for arousal and valence). The figure suggests that the features are not highly correlated with the continuous label, highlighting the challenges in this classification problem.

We also consider the correlation between all the selected facial/speech features and the continuous labels by estimating $\rho_{XY}$ with variable $V$ (see Eqs.12 and 15). Table 3 lists the correlation for different number of features. It is interesting that $\rho_{XY}$ increases as we add more features, replicating the results observed with the original continuous label to estimate the covariance and cross-covariance matrices of the features and labels, yields better classification performance. This information is commonly neglected in conventional approaches, where only the discretized labels are used. As a result, they achieve lower classification performance.

The results from the synthetic data set showed that using the actual covariance matrices improves the classification performance of the proposed classifier (see Table 1). These results suggest that estimating accurate sample covariance matrices is a key problem. This is particularly important in speech emotion recognition, where hundreds of features are commonly used. We are exploring robust covariance estimation approaches especially when the number of samples is limited [45]. Other options include covariance estimation with smallest determinant to remove outliers and covariance adaptation from universal background model. By improving the estimation of the sampled covariances, we expect to reduce the gap in the classification performance observed when we use either the theoretical or the empirical covariance matrices.

Another interesting research direction is to analyze the generalization of the framework with mismatched conditions (e.g., cross-corpus or cross-language experiments), or with noisy audio. For these cases, the actual and estimated covariance matrices may differ, reducing the classification performance. We expect that adaptation schemes to modify $\Sigma_{XY}$ and $\Sigma_{XX}$ can increase the robustness and generalization of the proposed approach.

One limitation of the approach is the assumptions made on the features and label. This work assumed that the features follow a multidimensional Gaussian distribution, which is reasonable for many machine learning problems. However, the proposed classifier can produce lower performance when this assumption is not realistic. In those cases, a closed form solution for the decision boundary similar to Equation 10 may not be available.

The derived expected accuracy of the optimal classifier for a single dimensional feature increases when the correlation between the feature and the continuous label increases, as shown in Equation 17 and Figures 2 and 3. In the general case with more than one feature, maximizing the upper bound performance requires maximizing the quadratic form $\Sigma_{YX}\Sigma_{XX}^{-1}\Sigma_{XY}$ (see Eq. 16 – $\arcsin$ and square root are monotonically increasing functions). Understanding this relationship between the cross-covariance coefficients in $\Sigma_{YX}$ and inter-feature cross-covariance coefficients in $\Sigma_{XX}$ can yield a systematic framework for feature selection.

This study clearly shows the limitations in the performance of discrete machine learning problems formulated by estimating accuracy increases as we add extra features. Notice that estimating $E[Acc]$ is straightforward with Equation 16 after estimating the joint covariance matrix of the features and the continuous label. This value provides a practical reference performance that can be achieved for a given problem, which can guide the feature selection process.

6 Conclusions and Discussion

This work raised awareness of the limitations of using dichotomized labels in machine learning problems. We presented systematic analyses showing that using the original continuous labels, in addition to the binary classes, can mitigate the loss of information caused by dichotomizing the labels. In particular, we presented a Bayesian-optimal classifier for binary problems where the discrete labels are obtained by discretizing continuous, normally-distributed labels. The derivation of the classifier included the expected performance of this classifier. Given the optimality of Bayesian classifiers, the derived expression serves as the expected upper bound performance for other classifiers. The experiments on the real data sets showed the optimality of the classifier. The proposed method, which considers the original continuous label to estimate the covariance and cross-covariance matrices of the features and labels, yields better classification performance.
after discretizing continuous attributes. In contrast to binary classification, other problem formulations such as regression [9], [10], [16], [17] or three-way classification [13], [29] (i.e., low range, mid range and high range) can be explored for specific applications. Notice that in most of these problems the majority of the population tend to be explored for specific applications. Hence, detecting instances in either tails of the distribution might be more appealing and useful for practical applications (i.e., discarding samples in the middle of the distribution).
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