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Abstract
Detection of human emotions is an essential part of affect-aware
human-computer interaction (HCI). In daily conversations, the
preferred way of describing affects is by using categorical emo-
tion labels (e.g., sad, anger, surprise). In categorical emotion
classification, multiple descriptors (with different degrees of
relevance) can be assigned to a sample. Perceptual evaluations
have relied on primary and secondary emotions to capture the
ambiguous nature of spontaneous recordings. Primary emo-
tion is the most relevant category felt by the evaluator. Sec-
ondary emotions capture other emotional cues also conveyed in
the stimulus. In most cases, the labels collected from the sec-
ondary emotions are discarded, since assigning a single class
label to a sample is preferred from an application perspective.
In this work, we take advantage of both types of annotations to
improve the performance of emotion classification. We collect
the labels from all the annotations available for a sample and
generate primary and secondary emotion labels. A classifier
is then trained using multitask learning with both primary and
secondary emotions. We experimentally show that considering
secondary emotion labels during the learning process leads to
relative improvements of 7.9% in F1-score for an 8-class emo-
tion classification task.
Index Terms: Emotion recognition, categorical emotions, sub-
jective evaluations, secondary emotions, multitask learning.

1. Introduction
The perception of emotion is an essential communication skill.
Describing emotions with discrete categories such as happiness
or anger is useful in human-human and human-computer inter-
actions. For example, an affect-aware game that can measure if
the player is happy with the difficulty of the game can make the
game more enjoyable [1,2]. An interactive system that can com-
municate emotions can play a key role in teaching social inter-
actions to children with autism spectrum disorders [3]. The key
challenge is that emotions in spontaneous human interactions
are ambiguous, so the boundary between categorical emotions
is not clear [4].

In contrast to acted renditions, spontaneous emotions are
elicited as a result of the interaction. These recordings are
commonly annotated with perceptual evaluations, where sev-
eral evaluators are asked to assign an emotional class to each
sample. Depending on the evaluator’s perspective, multiple an-
swers may be appropriate, especially if many related emotional
categories are available (e.g., surprise, anger, fear, disgust) [5].
Since the boundaries between emotional classes during human
interaction are ambiguous, an individual listener may need more
than one category to accurately describe their perception of the
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speaker’s emotional state [6]. The main focus of previous stud-
ies was to address the ambiguity of emotions by taking into
consideration conflicting labels reported by different annota-
tors. While these approaches have shown to be successful in
increasing the performance of emotion classifiers [7–9], they
overlooked the case where multiple emotions are reported by a
single evaluator. Listeners are often provided with the option to
select extra classes that they find relevant during the subjective
evaluations.

Devillers et al. [10] propose to label emotion with major and
minor emotions. Major emotions correspond to conventional
classes used to describe emotions (fear, anger, sadness, hurt,
surprise, positive and neutral). Minor emotions were added to
capture emotional traits not included in the major emotions.
The list of the emotional classes was extended from 7 to 21
classes. We have also used a similar scheme for the annotation
of the MSP-IMPROV [11] and MSP-Podcast [12] databases,
where our evaluators are asked to provide a primary emotion
(the most relevant class) and secondary emotion (all emotional
classes perceived in the stimulus). Despite the fact that in these
cases the information about secondary emotions is available, the
problem is commonly formulated to identify the most relevant
emotion (i.e., primary emotion). Therefore, the secondary emo-
tion labels are ignored in training classifiers. We hypothesize
that this information is useful and can be used to improve emo-
tion classification.

This paper proposes to combine primary and secondary
emotion labels using multitask learning (MTL) framework. Our
approach treats primary and secondary labels as different tasks.
Inspired by the emotion perception evaluation used to annotate
a corpus, the primary classification task is to find the most rel-
evant category. The secondary task is to define all the labels
that are relevant. This approach is implemented with a MTL
framework implemented with deep neural network (DNN) to
jointly predict labels of primary and secondary emotions. The
cost function for the primary emotion uses cross-entropy (CE),
as this task is a conventional classification problem. The cost
function for the secondary emotion uses the Kullback-Leibler
divergence (KLD), since multiple classes are allowed (e.g., we
use soft-labels instead of one-hot vectors). For the secondary
task, we propose a sigmoid function that adjusts its parameters
during training to identify emotional traits also included in the
stimulus. We set the parameters of the MTL framework to bal-
ance the tradeoff between the primary and secondary task cost
functions, maximizing the performance on the primary emotion
task. We experimentally show that that considering secondary
emotions in the model leads to significant improvements on the
classification performance of the primary class.

Interspeech 2018
2-6 September 2018, Hyderabad

951 10.21437/Interspeech.2018-2464

http://www.isca-speech.org/archive/Interspeech_2018/abstracts/2464.html


2. Related Work
Previous work has demonstrated that multitask learning (MTL)
technique can be used to jointly model both gender and emo-
tion [13, 14], resulting in consistent improvement in the clas-
sification performance over gender-agnostic models. Previous
work has also showed that emotion recognition systems could
be improved by incorporating speaker’s identity as a feature,
along with other emotion-related features [15]. Zhang et al. [16]
explored MTL frameworks for leveraging data from different
domains (speech and song) and gender in emotion recognition
systems. Xia et al. [17] treated dimensional and categorical la-
bels as two different tasks. Recent studies conducted on di-
mensional emotion recognition have shown that jointly learning
multiple attributes (e.g., arousal, valence, dominance) leads to
overall improvement in the performance of regression [18] and
classification of discrete classes [19].

MTL is best suited to situations where it is possible to train
with all data from scratch. Its main advantage is to build a
feature representation that is common between tasks, creating
powerful regularization constraints that generalize better to new
domains. While studies have used MTL for speech emotion
recognition [15–22], the contribution of this study is the use
of the annotations of secondary emotion, which are commonly
discarded. The MTL framework considers the recognition of
the single most relevant label as the primary task. The sec-
ondary task is to determine all the relevant labels included in
the stimuli. This formulation regularizes the network, leading
to significant improvements in the classification of the primary
task. The proposed approach is extensively evaluated using a
large naturalistic database, where annotations from primary and
secondary tasks are available from multiple annotators.

3. Resources
3.1. The MSP-Podcast Database

This study uses the version 1.1 of the MSP-Podcast emotional
speech corpus collected at the University of Texas at Dallas
[12]. This database includes an extensive set of speech seg-
ments from podcast recordings available in audio sharing web-
sites. The topics of the podcasts in this database include talk
shows and discussions about movies, politics and sports, cov-
ering a diverse range of emotions. Then, speaker diarization
tools are used to split podcasts into speech turns. Among the
speech segments, only the ones with a single speaker, and with-
out noise or background music are automatically selected. We
also discard segments with phone quality audio. The duration of
the segments are restricted to be between 2.75s and 11s. Since
most of the speech turns are emotionally neutral, we rely on
emotion retrieval systems to identify emotional speech. Fol-
lowing the ideas described in Mariooryad et al. [23], we use dif-
ferent machine-learning formulations to retrieve segments from
the pool of available segments conveying target emotion behav-
iors. In the final step before the subjective evaluations, we man-
ually screen all the retrieved samples to find the ones that do
not satisfy the required criteria. The speech segments are an-
notated with emotional labels using an improved version of the
crowd-sourcing method proposed by Burmania et al. [24] (see
details on Lotfian and Busso [12]). The data collection pro-
cess is an ongoing effort, where the current study uses 22,630
speech segments (39 hrs, 12 min). We have manually annotated
the speaker identity of 284 speakers (19,007 segments). We
use segments from 50 speakers as our test set (7,181 segments),
and data from 20 speakers as our development set (2,614 seg-

ments). All the remaining samples are dedicated to the train
set (12,835 segments). This set includes data from the remain-
der 214 speakers, plus the speaking turns that have not been
labeled with speaker information. This partition attempts to
create speaker independent datasets for the train, test and de-
velopment sets.

During the annotation of categorical emotions, the raters are
asked to choose the primary emotion from anger, sadness, hap-
piness, surprised, fear, disgust, contempt, and neutral. They can
also choose other if none of the previous labels are suitable. The
raters can only select one class. Next, the annotators are asked
to evaluate secondary emotions, where they are free to select all
the emotions that they believe are relevant to the speech sample,
including the classes selected for the primary emotions. The
options for the secondary emotions are extended by adding the
following emotions: amused, frustrated, depressed, concerned,
disappointed, excited, confused, and annoyed. Each speech seg-
ment is annotated by at least five annotators. While the corpus
also has evaluations for attribute-based descriptors, this study
only uses primary and secondary categorical emotions.

3.2. Acoustic Features

We use the Geneva minimalistic acoustic parameter set (eGe-
MAPS) feature set [25] designed for paralinguistic tasks. The
eGeMAPS contains a total of 88 high level descriptors (HLDs)
including frequency, energy, spectral, cepstral, and dynamic in-
formation. This set was carefully selected based on their per-
formance in previous paralinguistic problems, and theoretical
significance. The final feature vector for each utterance is ob-
tained by applying different statistics (see details on Eyben et
al. [25]). Because of the minimalistic size of the set, we use all
88 features without applying feature selection. This approach
facilitates the reproduction of the results by other groups. The
features are extracted with OpenSMILE [26]. We perform z-
normalization on each feature based on the parameters esti-
mated over the train set.

4. Multitask Learning Architecture
The proposed framework to leverage annotations of secondary
emotions relies on multitask learning. The key idea is to si-
multaneously solve primary and secondary emotions, creating
a robust feature representation for this task. We formulate the
prediction of emotional categories as multi-class classification
problem that is solved with DNNs. The task is an 8-class prob-
lem (anger, sadness, happiness, surprised, fear, disgust, con-
tempt, and neutral). The network takes the acoustic features
(Sec 3.2) as an input vector and maps it into an output vector
while each element represents the relevance of the input features
to the corresponding emotional category. In our formulation,
the primary objective is to correctly predict the probabilities of
the most relevant class (i.e., primary emotion). The secondary
or auxiliary task is to predict all the emotional categories that
are relevant to the affective content of the input speech. This
problem is formulated as a detection task per emotion class (i.e.,
multiple classes are possible). The primary and auxiliary tasks
are jointly learned in the network. Therefore, we optimize the
network to solve for both problems.

The ground truth for secondary emotion labels are gener-
ated by combining the secondary emotions selected by all the
annotators. First, we remove the secondary labels that are not
among the list of primary emotion categories. Therefore, the
number of categories for primary and secondary classes are the
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Figure 1: The proposed framework to jointly recognize primary
and secondary emotions. The framework has two fully con-
nected layers, each of them with 512 nodes.

same. Then, we find the average number of secondary emo-
tions selected for the sentence and find its closest integer (k).
Next, we select the k most frequent classes selected by the an-
notators. These emotional classes are set to one. The rest of
the classes are set to zero. Notice that the primary emotion is
always included as one of the secondary classes. The size of
the generated label vector is equal to the number primary emo-
tion classes. Unlike the labels for the primary emotion, where
only one class is allowed, the ground truth for the secondary
emotions has k classes.

Figure 1 shows the architecture of the proposed MTL net-
work. The first two hidden layers are shared between the pri-
mary and secondary tasks. The layers are then connected to the
output layers for the primary and secondary tasks. The primary
emotion output is compared to the ground truth using a softmax
layer with cross-entropy as the loss function. We generate the
secondary emotion outputs using a sigmoid layer. For training,
we use the Kullback- Leibler divergence (KLD) between the
ground truth vector and the predicted vector as the loss function
for secondary emotions. This approach generates two different
losses for primary and secondary emotions. We combine the
primary and secondary emotion losses to generate the overall
optimization loss by calculating the weighted sum as shown in
equation 1:

Lov = (1 − α) × Lprimary + α× Lsecondary (1)

The value of the parameter α is set to maximize the classi-
fication performance of the primary task over the development
set. We compute the precision and recall rates for all the eight
classes. Then, we estimate the mean precision (P̄ ) and recall
(R̄) rates. These values are used to estimate the F1-score using
Equation 2.

F1 − score =
2P̄ R̄

P̄ + R̄
(2)

5. Experimental Evaluations
We refer to our method as MTL (PE + SE), since it consid-
ers primary emotions (PE) and secondary emotions (SE). The

ground truth labels for the test set are assigned by finding the
majority vote from the primary emotions assigned by the anno-
tators. The consensus label is compared with the one-hot label
generated from the output of the primary task model by setting
the node with the highest value to 1 and rest of the nodes to 0.

5.1. Baseline Frameworks

In addition to our proposed method, we implement two other
machine-learning approaches as baselines. The first method
is training using the majority vote obtained from the primary
emotion labels. We call this method hard label primary emo-
tion (Hard label (PE)). The second baseline uses soft-labels de-
rived from the primary labels followed the method described
by Fayek et al. [8]. This method creates a label vector for the
emotional classes considering the distribution of the emotions
assigned to each sample. The output layer is implemented with
softmax and cross-entropy for the cost function. We refer to this
baseline as soft-label (PE). We consistently implement these
baselines with two hidden layers and 512 nodes in each layer.

5.2. Results

The parameter α of the MTL network is optimized over the de-
velopment set to maximize the performance of the primary task.
Figure 2 shows the F1-score of the classification on the devel-
opment set with different values for α. The best value for α
is α = 0.56, which assigns 44% weight to the primary task
and 56% to the secondary task. We set α to this value in the
evaluation on the test set.

We compare our proposed method to the baselines. Table 1
shows unweighted average precision, recall and F1-score of the
classification using the proposed MTL and the two single-task
learning (STL) baselines. We also include the performance of
human annotations to have a reference for the difficulty of the
task. The human performance is obtained by excluding one of
the annotators at random for each sample. We find the con-
sensus label from the remaining annotators. Then, we compare
the excluded label to the consensus label obtained from the rest
of the evaluators. The relatively low F1-score of 38.6% shows
the difficulty of this classification task (chance performance is
12.5%). Notice that the MSP-Podcast corpus is a collection of
spontaneous emotional interactions, as opposed to prototypical
behaviors. The classes are not balanced which make the clas-
sification problem more challenging. While the classifiers only
rely on acoustic features, human annotators use semantic in-
formation which add discriminative information to assess the
emotional content.

Considering secondary emotions using MTL leads to im-
provements in the F1-score over the two other STL networks.
We estimate the statistical significance of the improvements by
using a one-tailed z-test on the difference in population pro-
portions, asserting significance if p-value ≤ 0.05. The results
reveal that the differences are statistically significant, indicating
that the proposed MTL outperforms the baselines. The conven-
tional approach is to train the DNN with hard labels (Hard label
(PE)). Our MTL approach using primary and secondary emo-
tions achieves an absolute improvement in F1-score of 2.3%,
which represents a relative gain of 9.6%.

We also compare the performance of the classifiers in terms
of the loss function for the primary emotion classification task
on the test set, using the cross-entropy measure. Table 2 shows
the results for the primary emotion task. In spite of consider-
ing an auxiliary task in the training of the network, the loss is
smaller than the baselines. This result suggests that using infor-
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Figure 2: F1-score performance as a function of α (Eq. 1).

Table 1: The unweighted precision, recall and F1-score of the
primary emotion classification using different machine-learning
frameworks. Double asterisks (**) shows that the approach out-
performs other alternative methods. Single asterisk (*) shows
the approach outperforms the Hard-label PE baseline. We as-
sert significance if p-value≤0.05.

Precision Recall F1-score
[%] [%] [%]

Hard-label PE 23.1 24.9 24.0
Soft-label PE 24.9 25.8 25.3*
MTL (PE+SE) 26.4 26.1 26.3**
Human performance 40.8 37.2 38.9

mation from the secondary emotion leads to better generaliza-
tion.

We also report the performance of the secondary task. We
highlight that the MTL framework is trained to maximize the
classification performance of the primary task. Therefore, the
performance of the secondary task plays a lesser role during
training. Since multiple secondary emotions are possible, we
evaluate this problem as a binary classification task per emo-
tional class, determining whether the speech in the test set is
relevant to each class. We find the accuracy for each emotional
class, which are aggregated by estimating the unweighted accu-
racy across all classes. In this evaluation, we compare the pro-
posed MTL framework with a STL framework that recognizes
secondary emotions. We refer to this baseline as Hard-label SE.
Note that the Hard-label PE and Soft-label PE baselines predict
only the primary emotion, so we cannot use them as baselines
in this evaluation. Table 3 shows the average accuracy for the
two methods. The results show that the proposed MTL frame-
work outperforms the STL baseline in detecting secondary emo-
tions task by 5.1%. The difference is statistically significant
(p-value ≤ 0.05). This baseline method is only trained to maxi-
mize the performance in detecting secondary emotions, which is
an unfair advantage over the MTL, which is optimized to max-
imize the classification performance of the primary emotion.
In spite of this disadvantage, the proposed MTL framework
still provides better results for the secondary task. This result
demonstrates that the shared feature representation learned by
the model is discriminative for both tasks, leading to improved
classification performance over STL methods.

Table 2: The average cross-entropy loss on the test set for the
primary classification task for different networks.

Loss
Hard-label PE 1.391
Soft-label PE 1.350
MTL (PE+SE) 1.339

Table 3: The unweighted accuracy in detecting secondary emo-
tion on the test set.

Accuracy
Hard-label SE 61.7%
MTL (PE+SE) 66.8%

6. Conclusions
Categorical emotions are a common way of describing emo-
tions in daily conversations. The challenging aspect of using
categorical emotions in machine-learning is the ambiguity be-
tween classes. When individuals are asked to describe their per-
ceived emotion, they often use multiple categorical descriptors.
From an application perspective, however, detecting the single
most relevant class is usually preferred. Therefore, classifiers
are often trained with the information from the most relevant
class, discarding other categories perceived by the evaluators.
This study proposed a multitask learning solution to improve
the performance of recognizing the primary emotional class by
leveraging extra information provided in the evaluations about
secondary emotions. We experimentally show that multitask
learning increases the classification performance of the primary
emotion, and that the improvements are statistically significant.

While the use of MTL is not new in speech emotion recog-
nition, the use of secondary emotion labels to improve the clas-
sification performance of a primary emotion is a novel concept,
which is systematically explored in this study. Considering this
extra information, which is often discarded by other studies,
leads to improvements over conventional approaches.

As a direction for future research, it is possible to include
attribute-based emotions (e.g., arousal, valence and dominance)
as extra auxiliary tasks in addition to the secondary emotions.
Another possible research direction is to investigate the opti-
mum criteria to accept an emotion as secondary, when multiple
annotations exist. We will study the cut-off threshold for con-
sidering relevant categories.
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