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Abstract—The expression and perception of human emotions
are not uniformly distributed over time. Therefore, tracking
local changes of emotion within a segment can lead to better
models for speech emotion recognition (SER), even when the
task is to provide a sentence-level prediction of the emotional
content. A challenge to exploring local emotional changes within
a sentence is that most existing emotional corpora only pro-
vide sentence-level annotations (i.e., one label per sentence).
This labeling approach is not appropriate for leveraging the
dynamic emotional trends within a sentence. We propose a
framework that splits a sentence into a fixed number of chunks,
generating chunk-level emotional patterns. The approach relies
on emotion rankers to unveil the emotional pattern within a
sentence, creating continuous emotional curves. Our approach
trains the sentence-level SER model with a sequence-to-sequence
formulation by leveraging the retrieved emotional curves. The
proposed method achieves the best concordance correlation co-
efficient (CCC) prediction performance for arousal (0.7120),
valence (0.3125), and dominance (0.6324) on the MSP-Podcast
corpus. In addition, we validate the approach with experiments
on the IEMOCAP and MSP-IMPROV databases. We further
compare the retrieved curves with time-continuous emotional
traces. The evaluation demonstrates that these retrieved chunk-
label curves can effectively capture emotional trends within a
sentence, displaying a time-consistency property that is similar
to time-continuous traces annotated by human listeners. The
proposed SER model learns meaningful, complementary, local
information that contributes to the improvement of sentence-level
predictions of emotional attributes.

Index Terms—Emotion rankers, speech emotion recognition,
chunk-level segmentation, sequence-to-sequence modeling.

I. INTRODUCTION

ADVANCES in human-computer interaction (HCI) have
improved the way we communicate with automatic sys-

tems, making the interaction more natural. In addition to
recognizing the explicit information provided by users, these
systems have attempted to infer the underlying emotional
content, aiming to better understand the message beyond the
verbal content. A critical remaining challenge is to build a
reliable speech emotion recognition (SER) system [1]. A key
barrier to building such a system is access to databases with
informative labels. The most common approach for labeling
emotional databases is to assign a single label per sentence,
regardless of its duration [2]–[4]. Therefore, conventional SER
formulations treat this problem as a sequence-to-one learning
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task, where features extracted from a sequence of frames are
used to infer a single label for that sentence. Most models aim
to extract good feature representations, given the sentence-
level emotion label. However, it is difficult to leverage or
uncover local emotional changes within a sentence with a sin-
gle sentence-level label. Emotion is not uniformly distributed
across the entire sentence. Various studies have shown that
emotions are neither perceived nor expressed uniformly across
a sentence [5]–[8]. For example, a sentence may be labeled
with a given emotion, even though the emotional content in
most frames is neutral. These studies suggest that we are
missing important information by training an SER system with
a sequence-to-one formulation that assumes that the global
label is the same for all the frames in the sentence.

Recent studies have dealt with emotional variations within
a sentence by formulating an SER task as a sequence-to-
sequence problem. The most straightforward approach is to
rely on time-continuous annotations of emotional attributes.
These emotional traces are collected by asking annotators
to continuously judge the emotional content by moving a
cursor in a graphical user interface (GUI) while they listen or
watch a stimulus. However, there are few emotional databases
that have been annotated with time-continuous traces [9]–
[11], so identifying approaches for leveraging local emotional
variations with recordings annotated with sentence-level labels
is still a challenge. The key assumption in these approaches
is that the emotional content is not the same as the sentence-
level label for all the segments within a sentence, exploring
local emotional variations in the formulation. Some of these
approaches have used models such as Markov chain [12]
or connectionist temporal classification (CTC) [13]–[15] to
construct an emotional sequence that contains different hidden
states reflecting the local emotional variations. These hidden
states are dynamically transited based on the input acoustic
features of a sentence. The key idea is to learn a latent
random variable that describes the emotion within a sentence.
For example, this latent variable can have two discrete states
to indicate that a given segment within a sentence is either
emotional (Emo) or neutral (Null) [13], [14]. These approaches
can effectively get rid of non-emotional frames and further
improve SER accuracy. Nevertheless, the assumption of binary
emotion distribution in the CTC framework is not able to
reflect the dynamic variations of emotional intensity over
time. Moreover, this formulation is not easy to implement for
attribute-based emotional regression tasks such as arousal and
valence [16], since discrete hidden states are not suitable for
continuous emotional scores.

We propose a framework that can retrieve chunk-level
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emotional curves from sentence-level labels (i.e., arousal,
dominance, and valence) using preference learning, creating
an intermediate label representation. Our study is motivated by
the expectation that leveraging local emotional variations can
be useful for improving the performance of an SER system
trained with sentence-level labels. By detecting emotional
salient regions in a sentence [17], we can effectively build
an SER system that is trained with this emotional-relevant
data [18], [19]. Our proposed formulation starts by splitting a
speaking turn into chunks. The chunks are created with the dy-
namic segmentation process presented by Lin and Busso [20],
[21]. This process splits a sentence with an arbitrary duration
into a fixed number of chunks with a fixed duration (e.g.,
one second) by dynamically changing the overlap between
chunks. Then, we rely on a preference learning formulation to
train rank-based classifiers (i.e., emotion rankers) with these
data chunks using the methods presented by Parthasarathy
and Busso [22]. This step aims to rank the emotional content
conveyed within a sentence, imposing constraints so that the
global emotion for the entire sentence matches the consensus
sentence-level emotional label. We utilize the results of the
trained rankers as an intermediate label representation to gen-
erate the continuous chunk-level emotional curves. We train
our model with these chunk-level labels using a sequence-to-
sequence SER formulation that directly considers the chunk-
level local emotion sequence to recognize the sentence-level
emotion. The chunk-level labels explicitly inform our model
that not all the chunks within the sentence convey the same
emotion, modeling the non-uniform externalization of emo-
tions.

The main evaluation of the proposed approach is conducted
on the MSP-Podcast corpus [4]. The results demonstrate that
our approach significantly outperforms other baseline models,
achieving the best concordance correlation coefficient (CCC)
predictions for arousal (0.7120), dominance (0.6324), and va-
lence (0.3125). The results are compared with the performance
achieved by other existing state-of-the-art (SOTA) SER re-
sults. A key feature of the MSP-Podcast corpus is the comple-
mentary information provided by the MSP-Conversation cor-
pus [10] for a subset of the recordings. The MSP-Conversation
corpus relies on time-continuous annotations for a subset of
the recordings included in the MSP-Podcast corpus. As a
result, we have time-continuos evaluations (MSP-Conversation
corpus) and sentence-level annotations (MSP-Podcast corpus)
for some speaking turns. For these speaking turns, we can
directly compare our chunk-level traces with actual emotional
traces collected by annotators. We compute the correlation be-
tween the retrieved emotional curves and the time-continuous
emotional traces (ground truth). We observe that the retrieved
chunk-level curves are surprisingly correlated with the ground-
truth emotional traces if the reaction lag in the annotations
is considered [23], [24]. These results show that our model
learns meaningful complementary information obtained from
the retrieved chunk-level curves (i.e., non-uniform distribu-
tion of emotional content within a sentence), which leads
to improvements in sentence-level recognition performance.
Finally, we verify the benefits of the proposed approach with
evaluations on two additional corpora: the IEMOCAP and

MSP-IMPROV corpora. The main contributions of this study
are:

• We propose a novel ranker-based framework to retrieve
chunk-level continuous emotional curves solely relying on
sentence-level labels. These retrieved curves have high sim-
ilarity with human ground-truth annotations.
• We utilize the retrieved sequences to explicitly inform the
model of local emotional variations, formulating the SER
task as a sequence-to-sequence task. This approach achieves
the best sentence-level recognition performance over all
baselines for all emotion attributes.
The paper is organized as follows. Section II discusses

related studies to our work. Section III presents our proposed
framework. Section IV describes the experimental resources,
acoustic features, baselines, and implementation settings. Sec-
tion V presents our main experimental results including gener-
alization test, SOTA comparisons, model computational analy-
sis, and the evaluation of the retrieved emotion curves. Lastly,
Section VI concludes the paper, discussing future research
directions.

II. RELATED WORK

A. Nonuniform Externalization of Emotion

Studies have observed the nonuniform expression and per-
ception of emotions. Lee et al. [25] explored phoneme-level
patterns in the expression of emotion. Their analysis demon-
strated that vowels such as /aa/ have larger variability across
emotions than vowels such as /iy/, which are more constrained
by the articulatory movements (i.e., placement of the tongue
in the palette). Similarly, Busso et al. [7] demonstrated that
nasal phonemes have more restricted emotional modulation
than other phonemes given the rigid configuration of the
nasal cavity. The modulation of emotions is also dictated
by the strong relationship between facial expressions and
acoustic features [26]. Busso and Narayanan [6] found that the
externalization of emotions in prosody and facial expression
is emphasized when the vocal tract is physically constrained
by speech articulation, showing a multimodal compensatory
effect. These differences in the externalization of emotion
also happen in suprasegmental acoustic features. Wang et al.
[8] discovered a common pattern of raising the fundamental
frequency at the end of a sentence for happy sentences. Cowie
et al. [5] stated that emotions can change either gradually or
sharply over time. They designed the FEELTRACE toolkit to
continuously annotate the localized changes of emotions. This
toolkit generates traces reflecting the instantaneous dynamic
perception of an annotator while watching or listening to a
stimulus. Collectively, these studies indicate that emotions
are not uniformly externalized and that emotional modulation
depends on the actual emotion and modality.

Based on these findings, studies have proposed different
frameworks to leverage the nonuniform externalization of
emotions to improve SER performance. Lee et al. [25] used
phoneme-class dependent HMM classifiers trained with Mel-
frequency cepstral coefficients (MFCCs) features. Their results
showed that the phoneme-class dependent model obtained
better discriminability compared to the generic utterance-level
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TABLE I
SUMMARY OF THE MAIN DIFFERENCES BETWEEN OUR APPROACH AND OTHER EXISTING SER MODELING FRAMEWORKS DISCUSSED IN SECTION II-B.

THE SYMBOLS ✓AND ✗INDICATE WHETHER A MODELING ASPECT IS APPLICABLE FOR A GIVEN STUDY.

SER Modeling Scheme Sentence-Level Labels Time-Continuous Labels Considers Local Emotion Variants Classification Task Regression Task
Seq-to-One: [30]–[32] ✓ ✗ ✗ ✓ ✓

Seq-to-Seq: [33], [34] ✗ ✓ ✓ ✓ ✓

Seq-to-Seq (CTC): [14], [15] ✓ ✗ ✓ ✓ ✗

our approach ✓ ✗ ✓ ✗ ✓

HMM classifier. Lotfian and Busso [27] used synthetic speech
as a reference for emotionally neutral speech to contrast
localized emotional differences in the sentences. Another
direction is to directly identify emotionally salient regions
(i.e., hotspots) within a sentence [18]. Parthasarathy and Busso
[17], [28] proposed a deep learning framework to recognize
these emotional hotspots in speech. They first defined hotspot
regions using the concept of qualitative agreement (QA) [29],
searching for emotional trends. Then, an ensemble of bidi-
rectional long short-term memory (BLSTM) regressors was
trained and combined to detect the emotional hotspots. The
high recognition performance (F1-score=60.9%) demonstrated
a promising application to continuously track emotions during
human interaction.

B. Sequence-to-One and Sequence-to-Sequence SER Tasks

This section focuses on the discussion of the main differ-
ences between our approach with other existing SER modeling
frameworks. Table I summarizes the key distinctions between
the formulations of previous studies and our approach

The most common formulation for SER is a sequence-to-
one formulation, where a sequence of frames is mapped into
a label representing the emotion for the entire sentence. A
popular approach consists of extracting low-level descriptors
(LLDs). LLDs are frame-level acoustic features such as the
fundamental frequency, energy, and Mel-frequency cepstral
coefficients (MFCCs). Then, a high dimensional sentence-
level feature representation is created by extracting high-level
descriptors (HLDs) or functionals (e.g., mean or variance of
the fundamental frequency) [35]–[37]. A recent trend in SER
studies is to directly extract feature representations from either
raw features (i.e., raw waveform or spectrogram) or LLDs by
using deep learning techniques. A key advantage of end-to-end
training in deep learning models is the ability to jointly opti-
mize the feature extraction and target discriminative task. This
approach generally results in a powerful feature representation
space and provides state-of-the-art performance. Various deep
learning architectures have been applied for SER that have
their own benefits: convolutional neural networks (CNNs) can
capture local variations between acoustic patterns [31], and
recurrent neural network (RNN), often implemented with long
short-term memory (LSTM), are effective for dealing with
temporal dynamic information [32]. Some hybrid architectures
such as CNN-RNN can handle both spatial and temporal
information in the features [30], [38]. However, these methods
assume that the emotional content within a sentence can be
represented with a single descriptor, which consistently reflects
the emotion across the sentence.

An alternative formulation consists of modeling SER as a
sequence-to-sequence task. Most of these studies use time-
continuous annotations of emotional attributes [39]. Le et
al. [33] proposed a multi-task BLSTM model to recognize
time-continuous sequences, which were discretized with the k-
mean algorithm at different resolutions. They incorporated an
emotional n-gram language model for decoding the final pre-
dicted sequence. The sequential decoding procedure smooths
the sequence, leading to further improvement in concordance
correlation coefficient (CCC). Huang et al. [34] utilized an
end-to-end convolutional LSTM (ConvLSTM) network to han-
dle spatiotemporal information for continuous emotion recog-
nition. The proposed ConvLSTM network outperformed a 3D
convolutional model, showing its effectiveness in modeling
temporal information. However, these studies require time-
continuous emotional labels to train the model, which are only
available in a few emotional databases. In contrast, our work
does not rely on emotional traces. Instead, it predicts them
with chunk-level continuous emotional curves derived from
sentence-level labels.

Some studies have aimed to learn a hidden sequence of
emotions that aligns with the input acoustic frames using
only sentence-level labels. The CTC model [14], [15] is
the most conventionally used method to achieve this goal.
It requires the neural network architecture using recurrent
units (e.g., LSTM) to produce sequential predictions for the
desired categorical labels, which correspond to a sequence
of probability distributions over time (i.e., softmax outputs).
Then, the model optimizes the CTC loss [40] to choose the
most probable label sequence over all possible paths based
on the probability distributions (i.e., maximizing the posterior
probability). These approaches assume that the CTC sequence
consists of a series of transitional binary states between the
sentence-level emotion state (Emo) and a non-emotional state
(Null). This approach accounts for the fact that not every
segment in an emotional sentence is emotional. The recog-
nition performance of CTC models generally outperforms
sequence-to-one modeling approaches [13], [14]. While this
binary dichotomization and discrete state assumption might be
suitable for categorical descriptors, these assumptions may not
be the most appropriate formulation for modeling continuous
emotion attributes such as valence, arousal, and dominance.
Han et al. [41] proposed a framework built on a similar
concept as our work. It leverages segment-level information to
construct a sentence-level emotion recognizer. The approach
first extracts the segment-level features by stacking neighbor
frames together to train a DNN model. Then, they used the
trained DNN model to compute the emotional state probability
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distribution for every small segment in each sentence, forming
a continuous segment-level probability curve for each emotion
category. Finally, the sentence-level classification model was
built with statistic descriptions of these probability curves.
Unlike this method, our approach is formulated for regres-
sion tasks, exploiting rankers to directly retrieve continuous
emotional curves as the training target sequences.

C. Preference Learning in SER tasks

Our formulation relies on preference learning, which ex-
ploits the ordinal nature of emotions [42]. Conventional SER
systems predict absolute emotional labels, which are com-
monly collected with perceptual evaluations from multiple
annotators. However, the differences in emotional perception
across annotators [43] and the ambiguity in emotions [44]
lead to poor agreement in the consensus labels, which affect
SER systems. Studies have shown that more reliable systems
can be obtained by learning trends in the labels [45]–[48].
Preference learning solutions have been presented for emo-
tional categories [48], [49] (e.g., is one sentence happier than
another?) and emotional attributes [22], [46], [50], [51] (e.g., is
one sentence more active than another?). Since relative labels
relying on trends can be more robust than absolute labels, rank-
based SER systems are often more effective. We demonstrate
in this paper that this formulation is ideal for retrieving relative
emotional differences within a sentence. This study adopts
the preference learning method proposed by Parthasarathy
and Busso [22], which is based on the QA method [29],
to train rankers to build our chunk-level continuous emotion
sequences.

III. PROPOSED METHODOLOGY

The key contribution of this study is the ranker-based
method for retrieving chunk-level continuous emotional
curves. Our approach purely relies on the sentence-level anno-
tations without requiring time-continuous annotations. The re-
trieved curves can effectively reflect local dynamic emotional
changes in sentences, and, thus, improve recognition accuracy
of a sentence-level SER model. The framework consists of
four steps: (1) segmenting the data into chunks, (2) building
the chunk-level emotional rankers, (3) retrieving the chunk-
level continuous curves, and (4) constructing the sequence-to-
sequence SER model with these curves. This section presents
the detailed descriptions of each step.

A. Data Chunks Segmentation

We first apply the segmentation method proposed by Lin
and Busso [21] to split the feature map into small data chunks
for every sentence by formulating the sentence duration as a
function of the data chunk segmentation process. The approach
splits a sentence into a fixed number of chunks having the
same length wc, regardless of the duration of the sentence. The
key to achieving this objective is the varied step size of the
chunks ∆ci, which depends on the duration of the sentence i
(i.e., Ti). The approach has two parameters. The first parameter
is wc, which is the desired duration of the chunks. The

second parameter is Tmax, which is the maximum duration of
sentences in the corpus. We can obtain the minimum number
of chunks, C, using Equation 1 with these two parameters.

C =

⌈
Tmax

wc

⌉
(1)

The variable ∆ci determines the overlap between chunks
and it is estimated with Equation 2. The overlap between
chunks is larger for shorter sentences. Equation 2 includes
an optional scaling factor n (1 ≤ n, n ∈ N) to increase the
number of chunks (i.e., nC). Equation 2 shows that as we
increase n, ∆ci decreases, resulting in more overlap between
chunks. This case is particularly useful for longer sentences.
This scaling factor is relevant to our study, since adding more
chunks will make our chunk-level curves denser.

∆ci =
Ti − wc

nC − 1
(2)

B. Chunk-level Emotional Rankers

Our novel formulation to create chunk-based curves requires
to identify relative differences in emotional content between
chunks. We implement this approach with emotional rankers
to establish preferences between chunks. Parthasarathy and
Busso [22] proposed a method that defines ordinal labels based
on sentence-level attribute-based annotations by leveraging
the concept of qualitative agreement (QA) [29]. We follow
this approach to build the chunk-level rankers for learning
emotional trends. The key concept of this approach is to
compare the trends across annotators, rather than estimating
absolute scores. Figure 1 shows an example of how this
approach defines the preference label. The example assumes
that evaluators used a Likert scale to score each sentence.
As an example, consider the emotional attribute valence with
a scale ranging from 1 (very negative) to 7 (very positive).
Consider that we have two sentences that we want to establish
preference, which were not necessarily annotated by the same
raters. In fact, the sentences can even be annotated by a dif-
ferent number of annotators. The approach creates a N1×N2

preference matrix, where N1 and N2 are the arbitrary number
of raters for sentence one and sentence two. This matrix
includes the comparison between all pairs of annotations and
each entry can be a positive trend (↑), negative trend (↓),
or equal value (=). For example, entry (1,2) compares the
first annotator of sentence one (4), with the second annotator
of sentence two (2). Since 4 > 2, the trend is positive (↑).
The last step is to count how many comparisons resulted in a
positive, negative, or equal trend. If the proportion of positive
or negative trends is higher than a given threshold τ , we
establish a preference between the sentences. For the example
in Figure 1, the positive trends in the preference matrix include
12 out of 15 cells (80%). If the threshold is τ = 60%, we
would consider sentence one to be preferred over sentence
two (e.g., more positive emotional content). If a clear trend
cannot be established, we do not use this pair of sentences for
training our models.
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Fig. 1. QA-based relative labels for sentence-level annotations. In the
example, there are 12 preferences for sentence one, 1 preferences for sentence
two and 2 draws.
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Fig. 2. A visualized example of the three steps to retrieve chunk-level
emotional curve for a sentence. The retrieved curves are then treated as the
target sequence to train the sequence-to-sequence SER model.

Since the defined preference labels are binary (i.e., sentence
i is preferred over sentence j, or sentence j is preferred
over sentence i), we formulate this problem as a binary
classification task, where the input data are the features from
sentence i (xi) and sentence j (xj). We use the binary
cross entropy (BCE) as the loss function for the prediction
output of sigmoid(Φ(xi)− Φ(xj)), where Φ(·) is a function
implemented with a neural network (NN) that preserves the
preference between sentences. The chunk-level rankers are
built relying on this approach, where the inputs correspond
to the features of the chunks, rather than the entire sentence.
We assume that the preference labels of the chunks are the
same as the preference labels of the sentences. In this study,
Φ(·) is implemented with two consecutive LSTM layers. The
final time step output of the last LSTM layer is considered
the hidden representation of the input data of the chunk. This
representation is further processed with two fully connected
(FC) layers using the rectified linear unit (ReLU) as the
activation function. We impose dropout regularization on both
LSTM layers with a rate equal to p = 0.5. The hidden nodes
of all the layers are set to 130, which is the same dimension
as our input acoustic features (Sec. IV-D).

C. Chunk-level Continuous Emotional Curves Retrieval

We use the trained chunk-level rankers Φ(·) to retrieve con-
tinuous emotional curves, relying exclusively on the sentence-
level annotations. Figure 2 illustrates the proposed approach.

The key idea is to identify emotional fluctuations within the
sentence using preference learning. The proposed approach
has three steps: create rankings across chunks, assign relative
trends to create curves, and normalize the curve to match the
second-order statistics of the emotional scores provided by
annotators of the sentence.

The first step creates the ranks for the chunks. It starts by
creating pairwise comparisons between chunks. If we have nC
chunks, this step creates nC(nC−1)/2 ranking results. Then,
we count how many times a chunk was preferred over other
chunks, sorting the chunks in descending order according to
this value. We denote by Rank-<number> the chunk-level
ranking order. Rank-1 is given to the chunk that is the most
preferred over the rest of the chunks. Rank-nC is given to the
chunk that is the least preferred over the other chunks. If two
chunks have the same number of preferences, we assign the
same rank. We denote this rank as R⃗. For example, Figure 2
shows a sequence where the rank is R⃗ = [3, 8, 6, 6, 10, . . . , 2],
indicating that the first chunk in the sentence is the third most
preferred chunk, and the second chunk is the eighth most
preferred chunk within the sentence. In this example, the third
and fourth chunks in the sentence have the same rank (i.e.,
sixth).

The second step is to assign relative trends to create the
emotional curves. The chunk-based emotional curves are cre-
ated with the trends across consecutive chunks in the rankings.
The ranking sequence R⃗ provides up (1 unit) and down (1 unit)
trends of the emotional content in a sentence with respect to
a given emotional attribute. For example, Figure 2 shows that
the rank of the first chunk (i.e., third) is higher than the rank
of the second chunk (i.e., eight). Therefore, there is a negative
trend from chunk one to chunk two. The value of the curve
for the second chunk is one unit lower than the value of the
curve for the first chunk. This process continues by comparing
neighboring chunks. If two consecutive chunks have the same
rank, we keep the curve constant. After this procedure, we can
obtain the emotional trend sequence E⃗trend (see Fig. 2).

The third step is to smooth and normalize the E⃗trend

curve to match the second-order statistics of the sentence-
level label provided by annotators (Fig. 2). The curve is firstly
smoothed with a moving average filter with window size N .
We assume that a sentence is annotated by several annotators.
We estimate the mean (µ), and standard deviation (σ) of these
annotations, which are used to center the curves and scale their
amplitude. We re-scale the smoothed sequence to maintain
the sentence-level second-order statistic of the annotations
(i.e., µ and σ). Equation 3 shows the re-scaling formula.
The formula matches the mean of the chunk-based curve to
µ, and scales the values such that the standard deviation is
equal to σ. We can regard the procedure as a post-processing
step on the retrieved E⃗trend curve. Finally, the post-processed
vector E⃗ = {e1, e2, . . . , enC} represents the chunk-level local
continuous emotional sequence for a sentence.

E⃗ = µ+ (E⃗trend − µtrend)×
σ

σtrend
(3)
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Fig. 3. The sequence-to-sequence model proposed in this study, where the
input of data chunks are trained with a synchronized chunk-level emotion
sequence. The loss function optimizes both local CCC and global CCC to
capture the chunk-level and sentence-level emotions, respectively.

D. Sequence-to-sequence SER Model

The last step in our formulation is to use the chunk-level
local continuous emotional sequence to train a sequence-to-
sequence model. We treat E⃗ as the target sequence training
with its corresponding data chunks {x1, x2, . . . , xnC}, result-
ing in a time-synchronized sequence-to-sequence SER model.
Figure 3 describes the proposed network. In this study, the
model architecture of the sequence-to-sequence NN model
Ψ(·) is the same as Φ(·), which we described in Section III-B.
The important difference is the loss function. Equation 4 shows
the loss function of the Ψ(·) model, which corresponds to
a combination of local and global concordance correlation
coefficient (CCC) losses. The local CCC loss is computed
based on the prediction output of each chunk, while the global
CCC loss is calculated by the average result of these chunks.
As a result, the model Ψ(·) is optimized to capture both the
chunk-level and sentence-level emotions. During the testing
stage, we only evaluate the performance using the global CCC
result (i.e., sentence-level prediction), since we do not have the
ground-truth (GT) label for the chunk-level sequence.

Loss =
1

2
× [(1− CCC)local + (1− CCC)global)] (4)

IV. EXPERIMENTAL SETTING

This section describes the experimental setting used in this
study.

A. The MSP-Podcast Corpus

This study mainly relies on the MSP-Podcast corpus [4],
which consists of spontaneous speech segments that are rich
in emotional content. These speech segments are collected
from various online audio-sharing websites under Creative
Commons licenses. The recordings include diverse topics
such as sports, politics, and entertainment. The podcasts are
segmented into speaking turns with a duration between 2.75
and 11 seconds and then processed to identify clean audio
without music, noise, or overlapping speech. Then, candidate
segments are selected relying on the retrieval-based framework

proposed by Mariooryad et al. [52]. This approach uses
machine learning SER models to identify speaking turns with
target emotional content. The study in Lotfian and Busso [4]
presents the details of this protocol.

The MSP-Podcast corpus is annotated using a crowdsource-
based protocol inspired by the work of Burmania et al.
[53] that tracks, in real-time, the performance of workers
completing the evaluation. The perceptual evaluation includes
categorical and attribute-based emotional annotations which
are annotated at the sentence level after listening to the
sentence. This study uses emotional attributes, which include
arousal (calm to active), valence (negative to positive), and
dominance (weak to strong). Each speech segment is labeled
by at least five annotators to obtain robust consensus results.
We use version 1.6 of the corpus, which is split into the train
(34,280 speech turns), development (5,958 speech turns) and
test (10,124 speech turns) sets. The partitions are manually
defined to minimize cases where recordings from a speaker
are included in different sets. We use the train set to build our
experiments, maximizing performance on the development set.
The final SER model is evaluated on the test set.

B. The MSP-Conversation Corpus

We consider the MSP-Conversation corpus [10], which
complements the recordings of the MSP-Podcast corpus. In-
stead of focusing on isolated speaking turns, the corpus in-
cludes longer conversations with durations between 10 and 20
minutes. The recordings are sourced from the same podcasts
used to collect the MSP-Podcast dataset. The annotations for
the MSP-Conversation corpus correspond to time-continuous
emotional traces of valence, arousal, and dominance. The
perceptual annotations are conducted by evaluators hired by
our laboratory. Each conversation is annotated by at least five
evaluators. We use release 1.0 of this corpus. Martinez-Lucas
et al. [10] provides more details about this corpus.

The overlap between the recordings in the MSP-
Conversation and MSP-Podcast corpora provides a key re-
source for our study since we have time-continuous annota-
tions for a set of speaking turns in the MSP-Podcast corpus.
This feature is ideal to validate how good the retrieved
chunk-level continuous emotional sequences in our proposed
framework are. The collection of the MSP-Podcast and MSP-
Conversation corpora are ongoing efforts in our laboratory. At
the time we conducted this study, the number of speaking turns
in the MSP-Podcast overlapping with recordings annotated
with time-continuous annotations in the MSP-Conversation
corpus is 2,884. Our evaluation uses these segments. Notice
that the MSP-Conversation corpus is only used in this study
for evaluating the retrieved chunk-level emotional curves. We
do not utilize any label from this corpus to build our SER
model.

C. The IEMOCAP and MSP-IMPROV databases

We validate the generalization ability of our proposed
approach on the IEMOCAP [54] and MSP-IMPROV [3]
datasets. Both corpora are widely used in SER studies. These
two datasets are designed to elicit spontaneous emotional
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expression with dyadic interactions between actors. In total,
there are 10,039 audio clips included in the IEMOCAP corpus,
and 8,438 audio clips included in the MSP-IMPROV corpus.
Both of the datasets provide attribute-based annotations for
arousal, valence, and dominance. Similar to the MSP-Podcast
corpus, the labels correspond to sentence-level annotations.

D. Acoustic Features

To train our models, we use the low-level descriptors
(LLDs) used in the proposed set for the Interspeech 2013
computational paralinguistic challenge [55]. The LLDs are
frame-based features such as fundamental frequency, energy,
and Mel-frequency cepstral coefficients (MFCCs). The LLDs
are extracted using the OpenSmile toolkit [56]. In total, the
set includes 130 frame-based acoustic features, which are nor-
malized by subtracting the mean and dividing by the standard
deviation. These parameters are estimated over the training set.
The normalized LLDs feature map for each speaking turn is
the input of our framework. Notice that we do not use high-
level descriptors (HLDs), which are commonly extracted from
LLDs (e.g., mean of the fundamental frequency).

E. Experimental Settings

This section describes the parameters used to implement our
proposed framework. For the segmentation procedure, we set
the desired chunk window length wc to 1 second, which was
the value used by Lin and Busso [20], [21]. We have noticed
that emotion recognition can be effectively implemented even
with a small window of 500 milliseconds [57], so this chunk
duration is long enough to learn meaningful emotional infor-
mation. We set the value of Tmax to 11 seconds, which is
the maximum duration of the sentences in the MSP-Podcast
corpus (Sec. IV-A). With these parameters, we set C=11,
following Equation 1. The factor n in Equation 2 is set to
2 to increase the overlaps between chunks and obtain more
dense curves. After fixing these parameters, we can split a
sentence into 22 chunks. This dynamic chunk segmentation
process creates 22 chunks (nC) with a fixed duration of one
second (wc), regardless of the duration of the sentence Ti.

We need pairs of sentences to train the rankers (Sec. III-B).
If the size of the corpus is L, there are L · (L− 1)/2 potential
pairs that can be used to train and evaluate the models. In
the MSP-Podcast corpus, there are hundreds of millions of
relative labels that can be defined. It is expensive to utilize all
pairs to build the model. Therefore, we randomly sample 100K
preference pairs per epoch for both the training and validation
processes. We observe that this number is sufficient to obtain
robust emotional rankers. The threshold to establish preference
(τ ) is set to 60% (Sec. III-B). Finally, we use a window size of
N=3 for the moving average filter that smoothes the generated
emotional curves.

The models are implemented in Pytorch with a single
NVIDIA GeForce RTX 2080 Ti GPU. The detailed model
architecture is described in Section III-B. We use the Adam
optimizer [58] with a batch size of 128 to train the emotion
rankers (Φ(·), Sec. III-B) and the sequence-to-sequence SER
model (Ψ(·), Sec. III-D). The models Φ(·) and Ψ(·) have the

same architecture. The learning rate is fixed at 0.001. We do
not observe any underfitting or overfitting issues during the
training process. The models are able to converge within a
maximum of 30 epochs. We optimized performance on the
development set, saving the best models with an early stopping
criterion based on the development loss. The performance of
the final model is evaluated on the test set, reporting the
average CCC results after running 10 experiment trials with
different network initializations. We utilize this implementa-
tion strategy to conduct statistical analyses of the results using
a two-tailed t-test based on the 10 trials. We define statistical
significance at p-value = 0.05.

F. Baseline Methods

We design four baseline models to compare our pro-
posed framework: Seq2One, MeanInfo, RandomInfo and
RandomInfo-smooth. For a fair comparison, all models are
trained and evaluated as described in Section IV-E.

We refer to the first baseline as Seq2One. For this approach,
we do not split the sentence data into small chunks. Instead,
the model directly predicts the sentence-level emotion using
the feature map of the entire sentence. We use zero padding
to reach a fixed length of 11 secs (i.e., max segment duration
of the corpus) for the batch training. The loss function does
not have the local CCC component (Eq. 4), since there are no
local emotions provided during the training process.

We refer to the second baseline as MeanInfo. All the
chunks share the same label assigned to the sentence µ, which
follows the similar modeling concept used in Han et al. [41].
This method assumes that emotional information is uniformly
distributed across a sentence (i.e., E⃗ = {µ, µ, . . . , µ}).

We refer to the third baseline as RandomInfo. This base-
line assigns local emotional information by considering the
mean and standard deviation in the labels provided by the
annotators. Each score ei in E⃗ is independently sampled from
the label distribution N(µ, σ2). We re-sample the vector E⃗ in
every epoch. This baseline model considers the differences in
perception across evaluators by using µ and σ to create the
curves. However, the emotional curves are not conditioned on
the input acoustic features.

We refer to the fourth baseline as RandomInfo-smooth.
This baseline is based on the RandomInfo curves, where we
perform two additional post-processing steps. First, we smooth
the sequence using the same approach used to smooth our
predicted curves (Sec. III-C). Second, we correct variations of
the sequence created by the smoothing step by re-scaling the
created curves to again match the mean and standard deviation
of the sentence-level annotations.

V. EXPERIMENTAL RESULTS

A. The Performance of Emotion Rankers

The first evaluation in this study is assessing the perfor-
mance of the rankers, which is a critical component in our
formulation. We use Spearman’s and Kendall’s Tau correlation
coefficient to evaluate the performance of the predicted rank
orders. Both metrics measure the correlation between two
ranked sequences by considering the number of concordant
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TABLE II
EMOTIONAL RANKING PERFORMANCES OF THE TRAINED RANKERS. THE
RESULTS ARE CALCULATED BASED ON THE AVERAGE PERFORMANCE OF
10 RESULTS, WHERE EACH RESULT IS A RANDOMLY SELECTED SUB-SET

OF THE TEST SET.

Aro. Val. Dom.

Kendall’s Tau [22] 0.5810 0.1930 0.5050
Kendall’s Tau 0.5215 0.1628 0.4519
Spearman’s corr. 0.7040 0.2377 0.6225

and discordant pairs. We train the emotion rankers at the
chunk-level, predicting preference between chunks. We ag-
gregate the chunk-level predictions to derive sentence-level
results. We achieve this goal by estimating the most predicted
preference across chunk comparisons from both sentences.
First, we split each of the two sentences into 22 chunks.
Then, we compare the corresponding chunks creating 22
comparisons. We count the number of preferences predicted
for each sentence (out of the 22 comparisons). The sentence
with the higher number is considered as the preferred sentence,
and its preference score increases by one. Every sentence is
compared to the rest of the sentences (i.e., One-vs-Other) using
the same process. Therefore, the preference score for each
sentence ranges from 0 to |V |-1, where |V | is the size of
the test set. For instance, the sentence with the preference
score equal to |V |-1 for valence is the predicted sentence
with the most positive emotion in the test set (i.e., rank one).
The ground-truth ranking order is estimated by sorting the
consensus sentence-level labels (i.e., µ).

As we stated in the previous section, the number of
compared pairs depends on the size of the test set, which
is computationally expensive to predict if we consider all
possible comparisons. We randomly sample 10% of the data
from the test set to run the ranking predictions (i.e., subset
containing 1,012 sentences). We repeat the random selection
process 10 times, presenting the average prediction of the
results.

Table II shows the performance of the rankers. We also
display the performances reported on the original QA-ranker
study [22] as a reference. Note that the results cannot be di-
rectly compared, since the acoustic features (LLDs vs HLDs),
modeling approach (chunk-level vs sentence-level), and test
set size (10,124 vs 7,181) are different. Table II shows that
our ranker formulation achieves a certain level of accuracy
that is slightly lower than the results reported in Parthasarathy
and Busso [22]. Since our goal is to utilize the rankers as
an intermediate model to generate the chunk-level emotion
sequence, we consider that the performances are sufficient to
detect local emotional changes within a sentence.

B. Sentence-level Emotion Recognition

This study aims to exploit the local emotional information to
facilitate the sentence-level prediction of emotional attributes.
Since our proposed framework adopts rankers to retrieve
local emotional curves, we denote our method as Ranker-
Info. We compare this model with the baselines Seq2One,
MeanInfo, RandomInfo and RandomInfo-smooth (Sec. IV-F).

TABLE III
SENTENCE-LEVEL CCC PREDICTION RESULTS FOR THE BASELINE

MODELS AND OUR PROPOSED RANKERINFO APPROACH. THE RESULTS
ARE AVERAGED OVER 10 TRIALS ON THE TEST SET OF THE

MSP-PODCAST CORPUS. THE SYMBOLS ∗, ⋆, † AND ‡ INDICATE THAT THE
IMPROVEMENTS IN THE PERFORMANCES OVER THE Seq2One, MeanInfo,

RandomInfo AND RandomInfo-smooth BASELINES ARE STATISTICALLY
SIGNIFICANT, RESPECTIVELY (TWO-TAILED T-TEST, p-VALUE < 0.05).

Approach Aro. Val. Dom.

Seq2One 0.7075 0.2346 0.6300
MeanInfo 0.6968 0.2714 0.6123
RandomInfo 0.7028 0.2750 0.6191
RandomInfo-smooth 0.7019 0.2740 0.6158
RankerInfo (prop.) 0.7120∗⋆†‡ 0.3125∗⋆†‡ 0.6324⋆†‡

All the models are trained with the same experimental setting
described in Section IV-E. The only difference is the target
local emotional sequence E⃗ = {e1, e2, . . . , enC}, noting
that the Seq2One approach does not rely on local emotions.
The evaluation of the model performance is solely based on
sentence-level CCC results, since we do not have ground-truth
labels for the target local emotions.

Table III presents the sentence-level prediction results ob-
tained using the entire test set. The table shows that our
proposed RankerInfo method significantly outperforms other
baseline approaches for all emotional attributes. The sequence-
to-sequence modeling approaches obtain better valence perfor-
mance than the Seq2One method. The CCC value increases
from 0.2346 to 0.3125 for this emotional attribute. It is
common to observe that SER models struggle to capture long-
term temporal dependencies when we directly feed the feature
map of the entire sentence as input for a sequence-to-one
task [21]. This result shows that our sequence-to-sequence
modeling strategy can be a good way to resolve long-term
temporal modeling issues, since it forces the models to track
short-term (i.e., data chunks) emotions that are aligned with
the global sentence-level emotion. However, the assignment
of short-term local emotions for a sentence during training
is critical. Incorrect information could mislead the models,
leading to degraded performances. Specifically, we can see that
the dominance results for the MeanInfo (0.6123), Random-
Info (0.6191), and RandomInfo-smooth (0.6158) approaches
decrease from the Seq2One model (0.6300). In contrast, the
proposed RankerInfo method significantly improves perfor-
mance over all the sequence-to-sequence baseline models. This
result suggests that the retrieved curves need to consider the
emotional information conveyed in the acoustic features. Our
method utilizes rankers trained with acoustic features to track
relative changes in emotions over time, producing reasonable
emotional curves that are useful for training sequence-to-
sequence models.

C. Comparison With Other SOTA Performances

Since our proposed formulation is very novel, to the best
of our knowledge, there is no other existing study that aims
to achieve a similar goal (i.e., retrieving continuous emotion
curves solely based on sentence-level labels as the comple-
mentary training target to facilitate a sequence-to-sequence
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SER regression model). As shown in Table I, the conven-
tional sequence-to-sequence SER approach requires human-
annotated time-continuous labels to train the model, which we
do not require in our task setup. Another relevant direction is
to leverage the CTC loss to infer hidden emotion trends from
sentence-level labels to facilitate the model training. However,
this method is only applicable to an emotion classification
task. Therefore, both cases are not ideal to compare with
the proposed method. We decide to focus on sequence-to-
one methods that aim to predict the emotional label assigned
to the entire sentence. We list the results of existing SOTA
methods that have used the same release of the MSP-Podcast
corpus (v1.6) and have reported performance using the CCC
evaluation metric. Notice that these results are based on
different research topics (e.g., contrastive learning, teacher
distillation, multitask learning, etc.), acoustic features (e.g.,
LLDs, Mel-spectrogram, deep features), and model complex-
ity/architectures (e.g., Transformers, LSTM, CNN), which
might result in an unfair comparison between each other. Table
IV shows the comparison results using traditional acoustic
features to construct their SER models, such as LLDs. The ta-
ble shows that the proposed approach outperforms most cases
achieving competitive recognition performances compared to
other existing SOTA results. This comparison demonstrates
the effectiveness of our method. Notice that the approach
in Sridhar and Busso [59] requires access to unlabeled data
from the target test set during the training stage, and imposes
increased computational cost (i.e., 100 repetitions of Monte
Carlo predictions, using five ensemble teacher-student models)
to achieve better results.

Recently, studies have successfully used pretrained self-
supervised deep feature representation such as wav2vec [60],
and HuBERT [61] pretrained on a large-scale corpus to obtain
better SER performances [62]–[64]. Since these pretrained
deep features (DFs) involve extra hundreds of hours of external
resources to pretrain the models that have highly complex
architectures (e.g., 24-layers Transformers), a direct compari-
son with our approach is not fair. Therefore, we reimplement
our approach by replacing the original LLDs features with
the wav2vec2-large DF (1024D, extracted with the Hugging-
face library [65]). Table V compares the results with three
other approaches that have reported CCC performance on
the MSP-Podcast corpus (v1.6) using DFs. The table shows
that our proposed approach obtains competitive performance
compared to other SOTA methods. One potential reason for
our results to be slightly lower than the method proposed in
Mitra et al. [64] is the use of multi-task learning (MTL),
which requires additional emotion categorical labels during
the model training. Therefore, we also provide the results of
our approach implemented with MTL modeling scheme (i.e.,
RankerInfo-MTL). The MTL adds a multiclass classification
task to recognize the primary emotions, in addition to jointly
predicting the three emotional attributes. This method obtains
further CCC improvements. In summary, our proposed ap-
proach either achieves competitive or better performances than
other existing SOTA frameworks without relying on additional
information (e.g., emotion class labels or unlabeled testing
data), and without compromising too much the computational

TABLE IV
COMPARISON WITH SOTA RESULTS USING TRADITIONAL ACOUSTIC

FEATURES AS INPUT FOR TRAINING THE SER MODEL. THE TABLE LISTS
OTHER APPROACHES THAT HAVE REPORTED CCC PERFORMANCE ON THE

MSP-PODCAST CORPUS (V1.6)

Approach Aro. Val. Dom.

MeanInfo [41] 0.6968 0.2714 0.6123
Lin [66] 0.6611 0.1756 0.5490
Lin [20] 0.6947 0.3072 0.6132
Sridhar [59] 0.7345 0.3230 0.6652
RankerInfo (prop.) 0.7120 0.3125 0.6324

TABLE V
COMPARISON WITH SOTA RESULTS USING PRETRAINED DEEP FEATURES

AS INPUT FOR TRAINING THE SER MODEL. THE TABLE LISTS OTHER
APPROACHES THAT HAVE REPORTED CCC PERFORMANCE ON THE

MSP-PODCAST CORPUS (V1.6)

Approach Aro. Val. Dom.

Li [63] 0.7060 0.3770 0.6390
Mitra [64]- WAV2VEC2.0 0.7300 0.4600 0.6500
Mitra [64]- Distillation 0.7300 0.3700 0.6500
RankerInfo (prop.) 0.7288 0.4471 0.6218
RankerInfo-MTL 0.7418 0.4615 0.6328

cost. Notice that our approach is also flexible and can be
implemented with other SOTA methods. We just need to
reimplement the model Ψ(·). The retrieved curves can then
be used to formulate the problem as a sequence-to-sequence
task.

D. Comparison with Time-Continuous Traces

As we mentioned in Section IV-B, the MSP-Conversation
corpus has conversations that overlap with 2,884 speaking
turns in the MSP-Podcast corpus. Since the MSP-Conversation
corpus was annotated with time-continuous traces, we can
directly compare our chunk-based emotional curves with traces
created by human evaluators. The first step is to establish the
ground-truth (GT) of the chunk-level target sequence using the
continuous annotations provided in the MSP-Conversation cor-
pus. The time-continuous traces are annotated with a sampling
rate of 60Hz. We utilize temporal pooling to collapse the time-
continuous traces into chunk-level results. This step considers
the average of the values of the time-continuous trace over the
duration of the chunk as the ground truth. Every sentence in
the corpus is labeled by at least five raters. We calculate the
consensus (i.e., mean) result across all annotators by consider-
ing the reaction lag of the evaluators during time-continuous
annotations [23], [24] (i.e., time that takes an evaluator to
identify, judge, and annotate an emotional stimulus). Studies
have shown that this reaction lag can be between three to six
seconds [23], [67]. The results in Mariooryad and Busso [23]
showed that using a fixed reaction lag is a good approximation,
achieving similar results as more complicated compensation
methods. Therefore, we compute six conditions with different
reaction lags: D ∈ {0s, 1s, 2s, 3s, 4s, 5s}. The values of the
labels in the MSP-Conversation corpus are between -100 and
100, which is different from the range of values in the MSP-
Podcast corpus (i.e., from one to seven). Although the label
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TABLE VI
SPEARMAN’S CORRELATION RESULTS BETWEEN RETRIEVED AND

GROUND-TRUTH (GT) CURVES. THESE RESULTS ARE CALCULATED BASED
ON THE 2,884 OVERLAPPED SEGMENTS BETWEEN THE MSP-PODCAST

AND MSP-CONVERSATION CORPUS.

Aro. Val. Dom.
BestLagGT vs RandomInfo 0.2595 0.2504 0.2572
BestLagGT vs RandomInfo-smooth 0.3996 0.3815 0.4018
BestLagGT vs RankerInfo (prop.) 0.5885 0.5447 0.5688

Ground-truth (D=2s)
RankerInfo
RandomInfo

MeanInfo
RandomInfo-smooth

MSP-PODCAST_0023_0356.wav

Fig. 4. Example of retrieved curves for valence based on different approaches.
The figure also provides the ground-truth curve from the time-continuous
annotations provided in the MSP-Conversation corpus.

scale does not affect the evaluation of emotional trends, we
re-scale the chunk-level continuous GTs to fit the scale in the
MSP-Podcast corpus.

After we obtained the six consensus chunk-level con-
tinuous GTs for each sentence, we compare them to the
retrieved curves generated by the RankerInfo, RandomInfo,
and RandomInfo-smooth approaches. We use Spearman’s cor-
relation coefficient as the evaluation metric. We compare
the retrieved chunk curves with six versions (i.e., different
reaction lags) of the chunk-level continuous GTs, reporting
the one with the highest correlation for the sentence. Table VI
shows the results. We can see that the correlations between
RankerInfo and the chunk-level continuous GTs are above 0.5
(i.e., ρ > 0.5) for all the emotional attributes. These results
suggest that our proposed method can effectively retrieve
meaningful local emotion trends from sentence-level labels. In
contrast, we observe a low correlation for the curves created
with the RandomInfo and RandomInfo-smooth approaches,
demonstrating that they cannot reflect dynamic emotional
changes within a sentence.

Figure 4 shows a representative example of the retrieved
curves by different approaches for a sentence (valence). As a
reference, we also include the time-continuous emotional trace
estimated using a reaction lag of two seconds. We observe
that the curve generated by the proposed RankerInfo method
effectively captures local emotional trends as the patterns
are quite similar to the time-continuous emotional trace.
The chunk-based emotional curve is also smooth, resembling
the natural smoothness of the human ground-truth trace. In
contrast, the curve generated by the RandomInfo approach
presents abrupt changes over time. Even if we smooth the
curves, they still result in unreliable emotional curves (see
RandomInfo-smooth).

TABLE VII
LAG-1 AUTOCORRELATION RESULTS OF THE RETRIEVED CURVES BY

DIFFERENT APPROACHES. WE ALSO SHOW THE CORRESPONDING RESULTS
FROM THE GROUND-TRUTH (GT) CURVES AS A REFERENCE TO COMPARE

WITH. THESE RESULTS ARE CALCULATED BASED ON THE 2,884
OVERLAPPED SEGMENTS BETWEEN THE MSP-PODCAST AND

MSP-CONVERSATION CORPUS.

Approach Aro. Val. Dom.
GT-curves 0.9046 0.9160 0.9079
MeanInfo 1.0000 1.0000 1.0000
RandomInfo -0.0440 -0.0423 -0.0493
RandomInfo-smooth 0.5650 0.5592 0.5594
RankerInfo (prop.) 0.8942 0.8824 0.8919

E. Time-Dependency of Retrieved Curves

We expect that the emotional content during a conversa-
tion should be related to the emotional content conveyed in
previous segments [68]. Therefore, we should expect that the
retrieved curves inherit this time-dependency characteristic
presenting a high level of correlation between consecutive
segments. We evaluate this property of the retrieved curves
by using the lag-1 autocorrelation function, which is defined
as the Pearson correlation between the curve and its lag-1
shifted signal. This analysis is computed at the chunk level.
Therefore, this metric computes the relationship between the
emotional values of consecutive chunks. We also estimate the
lag-1 autocorrelation function over the chunk-level continuous
GT labels as a reference (i.e., GT-curves). We report the results
on the set of 2,884 speaking turns in the MSP-Podcast corpus
that overlap with recordings in the MSP-Conversation corpus.

Table VII shows the results. We observe that chunk-based
curves generated with the RandomInfo approach do not have
the expected time consistency property, since their values
are independently produced by sampling from the sentence-
level label distribution without any conditions on the acoustic
features. Table VII reports the results for the RandomInfo-
smooth method since this baseline smooths the curves (i.e.,
moving average filter), which presumably improves the time
consistency of the curves. However, the table shows that the
results of this approach are still far from the ones observed
in human annotations. In contrast, the curves generated by
the proposed RankerInfo method are constrained on the input
acoustic feature, where these chunks are partially overlapped.
As a result, the values of the curves are more correlated,
achieving high time dependency across nearby chunks. The
correlation levels are very similar to the correlation values
observed for the GT-curves.

F. Validation of Proposed Approach in Other Corpora

This section validates the benefits of our proposed approach
with evaluations on the IEMOCAP [54] and MSP-IMPROV
[3] datasets (Sec. IV-C). We only consider the within-corpus
scenario, separately evaluating each dataset with its own de-
fined train/development/test partitions. Therefore, the emotion
rankers are trained per dataset to produce the chunk-level emo-
tion curves for training the subsequent sequence-to-sequence
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(b) Results on the MSP-IMPROV corpus
Fig. 5. Generalization CCC performances of our proposed approach based
on the IEMOCAP and MSP-IMPROV datasets. The results are averaged
over cross-validation folds designed per corpus. We use symbols to indicate
whether the improvements are statistically significant over a given model: ∗
for Seq2One, ⋆ for MeanInfo, † for RandomInfo and ‡ for RandomInfo-smooth
(two-tailed t-test, p-value < 0.05).

SER model. Since the collection of the IEMOCAP and MSP-
IMPROV datasets did not impose a strict duration range for
the audio clips, we artificially define the range from 1 to 17
seconds (i.e., Tmax=17 secs) and discard sentences outside of
this range. This setting covers over 97% of the data for both
datasets. Similar to Section IV-E, we set the chunk window
size to wc=1 sec (i.e., C=17), and the factor n=2. Therefore,
each sentence is split into a fixed number of 34 chunks. The
datasets do not provide predefined partitions, so we implement
the evaluation using a speaker-independent cross-validation
(CV) setting. The IEMOCAP has 5 dyadic sessions (i.e., each
session involves 2 speakers) and the MSP-IMPROV has 6
dyadic sessions. Therefore, we perform a leave-one-session-
out CV strategy, where one dyadic session is used for the test
set, one dyadic session is used for the development set, and
the rest of the corpus is used for the train set, resulting in a
total of 5-folds and 6-folds CV for the IEMOCAP and MSP-
IMPROV, respectively. All the model and training settings are
the same as the ones described in Section IV-E, including the
acoustic features (i.e., LLDs) and the baselines (Sec. IV-F).
The reported CCC performances are the average of different
CV-fold test results, which are also used to conduct statistical
t-test. We assert statistically significant when p-value < 0.05.

Figures 5a and 5b show the summary of the results for
the IEMOCAP and MSP-IMPROV corpora, respectively. The

TABLE VIII
MEMORY AND COMPUTATIONAL COMPLEXITY ANALYSIS OF THE

PROPOSED APPROACH DURING TRAINING AND INFERENCE. Φ AND Ψ
REPRESENT THE SER MODELS FOR RANKERS AND EMOTIONAL

PREDICTIONS, RESPECTIVELY.

Model Training Stage
Approach Model Size Computational Cost

symbol # para. symbol MACs
Baselines (Sec. IV-F) S(Ψ) 290K nC · Q(Ψ) 0.37G
RankerInfo (prop.) S(Ψ) + S(Φ) 580K nC · Q(Ψ) + Q(Φ) 8.23G

Model Inference Stage
Approach Model Size Computational Cost

symbol # para. symbol MACs
Baselines (Sec. IV-F) S(Ψ) 290K nC · Q(Ψ) 0.37G
RankerInfo (prop.) S(Ψ) 290K nC · Q(Ψ) 0.37G

figures show that our approach consistently achieves the best
recognition performances (except in some cases for arousal)
when compared to the baselines on different SER datasets.
This result is particularly clear for valence. The gains in
performance are aligned with the results obtained in Table
III, which demonstrates the effectiveness and generalization
ability of the proposed method.

G. Memory and Computational Complexity Analysis

This section provides an analysis of the memory and com-
putational complexity of the proposed approach. Table VIII
summarizes the values of the proposed model and MeanInfo
and RandomInfo baselines. Since both of these baselines have
the same architecture, we refer to them as “baselines” in Table
VIII. S(·) denotes the total number of parameters of the model,
and Q(·) denotes the computational operation, measured with
multiply–accumulate operation (MACs). Table VIII shows that
the main difference between our approach and the baselines
is the need for extra emotional rankers Φ(·). This block adds
an extra cost during training to the computational complexity
required by the sequence-to-sequence SER model Ψ(·). Since
Ψ(·) produces chunk-level predictions, the full computational
cost of the sentence-level emotion recognition system includes
the terms nC ·Q(Ψ) to account for the nC chunks in the sen-
tence. We set the emotion rankers to have the same architecture
as the SER model (Sec. III-D). Therefore, the computational
cost of Q(Φ) is equivalent to 2Q(Ψ) · [nC(nC − 1)/2]. The
2Q(Ψ) term represents the ranking cost since the rankers
require a pair of inputs to generate the ranking result (i.e.,
doubled the cost). The nC(nC− 1)/2 term indicates the total
number of chunk-level comparisons needed to obtain the full
ranking within a sentence (Sec. III-C).

For our LSTM model settings, S(Ψ)=S(Φ)=290K parame-
ters, nC=22, and Q(Ψ)=0.017G MACs. As a clear limitation,
our approach demands higher computational resources to train
the model. However, it does not compromise extra complexity
during the inference stage, since we do not need the emotion
rankers to produce the final sentence-level recognition results.

VI. CONCLUSIONS

This study proposed a ranker-based framework to retrieve
local continuous emotional curves from sentence-level labels.
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The approach segments the sentence into chunks, comparing
their emotional content with emotional rankers. The order
generated by the rankers is used to establish positive and
negative trends that are used to generate emotional curves.
This approach facilitates a sequence-to-sequence formulation
for SER tasks, leveraging local emotional changes within a
sentence. The SER model that is trained with these retrieved
chunk-based curves achieves the best sentence-level perfor-
mance compared to baseline models. The performance gains
are validated with three corpora, confirming the benefits of
the proposed approach. Further analysis shows that the chunk-
based emotional curves can successfully reflect dynamic local
emotional changes observed in time-continuous annotations
by human labelers. The retrieved chunk-based curves also
follow the time consistency property observed in the time-
continuous traces. Our novel formulation enables a sentence-
level SER model to effectively leverage the non-uniform
emotional distribution within a sentence.

A limitation of the approach is the increased computational
complexity required to train the models since the approach
requires the emotional rankers in addition to the emotional
regression model. Since the rankers are not needed during
inference, however, this problem is only present while training
the models. Another limitation is that errors introduced by the
retrieved curve may impair the learning of the emotions. The
emotional rankers need to predict the underlying emotional
content within the sentence with enough performance to avoid
this problem.

There are different research directions to extend this ap-
proach. For example, we can modify our current two-stage
framework into an end-to-end formulation. Our approach first
uses the pretrained emotion rankers to generate the emotional
curves. Then, it uses the chunk-based curves as labels to train
the sequence-to-sequence SER model. These two steps can
be combined by treating local emotions as a hidden variable
output of the jointly trained rankers. Another research direc-
tion is to explore the nonuniform externalization of emotion
using chunk-based curves. Analyzing emotional salient regions
identified by our approach can lead to new findings on how
we express and perceive emotions. Finally, our proposed ap-
proach can be effectively used to apply formulations designed
for time-continuous traces to databases that are annotated
with sentence-level annotations. Given the limited number of
databases annotated with time-continuous annotations, using
the retrieved chunk-based models can open new and exciting
research opportunities.
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