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Datasets:
§ The MSP-PODCAST v1.10 corpus
§ Largest spontaneous speech emotion corpus collecting 

from existing podcast recordings
§ Includes 63,076 (train), 10,999 (dev), 16,903 (test) clips 

(~166hrs)  
§ Regression problem: arousal, dominance, and valence

§ The USC-IEMOCAP corpus
§ Contains 10,039 clips (~12hrs) 
§ Leave-one-session-out cross-validation 
§ Regression task: arousal, dominance, and valence

Acoustic Features:
§ Low-level descriptors (LLDs, 130D)
§ Wav2vec2.0 (pre-trained model, 1,024D)
Word-level Alignment:
§ Both datasets provide transcriptions
§ Word boundary with Montreal forced aligner (MFA)

§ We found a minor performance role of using word-level 
timing boundaries for chunk-level SER

§ The key benefit provided by lexical information in the 
chunk segmentation process is the number of words
§ It can determine the number of chunks to segment a sentence 

Future Work
§ Explore benefit of multimodal lexical segmentation
§ e.g., video-speech-text
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Model Setups [1]:
§ LSTM chunk-level encoder
§ Multi-heads self-attention aggregation
§ Loss/evaluation metric: 
§ Concordance correlation coefficient (CCC)

* means statistically significant better performance over other approaches without a marker
† means the results are statistically significant better than all other approaches

Knowing the precise word 
boundary does NOT bring 
significant performance 
benefits!

Knowing how many chunks 
use to split (i.e., depending 
on the number of words) is 
crucial!

Background:
§ Chunk-level speech emotion recognition (SER):
§ Conventional time-based segmentation does NOT consider 

the role of lexical boundaries

§ Is there any benefit in providing precise lexical boundary 
information to segment the speech into chunks
§ e.g., word-level alignments?

Our Work:
§ Investigating the role lexical boundary information plays 

in data chunks segmentation for chunk-level SER


