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ABSTRACT
Given the crucial role of eye movements on visual attention,
tracking gaze behaviors is an important research problem in
various applications including biometric identification, at-
tention modeling and human-computer interaction. Most of
the existing gaze tracking methods require a repetitive sys-
tem calibration process and are sensitive to the user’s head
movements. Therefore, they cannot be easily implemented
in current multimodal interfaces. This paper investigates
an appearance-based approach for gaze estimation that re-
quires minimum calibration and is robust against head mo-
tion. The approach consists in building an orthonormal ba-
sis, or eigenspace, of the eye appearance with principal com-
ponent analysis (PCA). Unlike previous studies, we build the
eigenspace using image patches displaying both eyes. The
projections into the basis are used to train regression mod-
els which predict the gaze location. The approach is trained
and tested with a new multimodal corpus introduced in this
paper. We consider several variables such as the distance
between user and the computer monitor, and head move-
ment. The evaluation includes the performance of the pro-
posed gaze estimation system with and without head move-
ment. It also evaluates the results in subject-dependent
versus subject-independent conditions under different dis-
tances. We report promising results which suggest that the
proposed gaze estimation approach is a feasible and flexible
scheme to facilitate gaze-based multimodal interfaces.

Keywords
Gaze estimation, eigenspace analysis, computer user inter-
face, multimodal interfaces

1. INTRODUCTION
The design of gaze-based computer interfaces has drawn

increasing attention from the research community [13, 19,
21]. Gaze is a natural and fast modality that can be em-
ployed to interact with a system, especially for physically
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impaired individuals [4]. Even if gaze is not used as a user
interface, adding gaze estimation to the system can provide
useful information about the users’ visual attention [1, 5].
Furthermore, these gaze-aware multimodal interfaces can be
used to infer the emotional/cognitive state of the user (e.g.,
frustration, distraction, uncertainty). Although the prob-
lem of gaze detection has been studied for over 40 years
[15], most graphic user interfaces (GUIs) nowadays are still
reluctant to include gaze as an input modality. The main
challenges of using many of the current gaze detection meth-
ods are the tedious calibration process and the sensitivity
against variabilities observed in real world applications (e.g.,
illumination, head movement, individual differences).

The key goal for a gaze-based interface is to map the user’s
gaze behavior to the screen coordinates. The ideal gaze user
interface should have easy, flexible and non-intrusive set-
tings while maintaining high accuracy [20]. The most widely
used gaze estimation approach is video-based eye trackers,
where a camera is used to capture the eye movement as the
user looks at the interface’s screen [7]. A common approach
consists in using an infrared / near-infrared non-collimated
light, which produces reflections in the corneal [6, 16]. These
approaches measure the vector between the pupil center and
the corneal reflections, which is used to infer the gaze. These
approaches require system calibration to estimate parame-
ters related to the subject, data acquisition equipments and
the system setting. Some parameters such as camera param-
eters and human eye curvature are consistent across time
and only need to be estimated once. However, other pa-
rameters such as the relative location and orientation of the
system setting have to be estimated for each session. As ex-
pected, these systems are not robust against head motion.

The two most common types of gaze behaviors are fixa-
tions and saccades [14]. The former is defined as fixing the
gaze on a single location for a short period of time, and the
latter as fast eye movements between two or more fixation
areas. Both eye movements provide useful information, and
have been investigated for different domains such as cogni-
tive science, marketing research, and driver distraction [1,
10, 12]. For multimodal interfaces, fixations are arguably
the most relevant gaze behavior. In fact, gaze-aware multi-
modal interfaces may not require high gaze estimation accu-
racy, especially when the focus is on simple commands. In
these cases, commands can be triggered by detecting gaze
in coarse areas on the screen. Since humans eyes have to
frequently perform saccade actions to perceive the visual
scene, detecting the actual gaze may introduce jumpy tra-
jectories that reduce the effectiveness of the interface. Our
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Figure 1: The data collection includes a 22-inch HP
monitor, a Logitech C920 webcam and a Microsoft
Kinect for Windows. A green screen is placed be-
hind the subject to provide uniform background.

long term goal is to implement a gaze estimation approach
that, while may produce lower accuracy than commercially
available systems, (1) is robust against head motion and
individual differences, and (2) requires minimum or no cali-
bration. Such a system will be suitable for gaze-aware mul-
timodal interfaces.

This study proposes an appearance-based method for gaze
tracking based on principal component analysis (PCA). PCA-
based approaches have been used for eye detection [8, 9] and
gaze estimation [17, 18]. The approach uses image patches
displaying both eyes to estimate an orthonormal basis. For
each image, the coordinates with respect to this eigenspace
are used to train linear regression models, which predict the
target screen location.

A key contribution of this study is the multimodal corpus
recorded to build and evaluate the proposed gaze estimation
approach, which is named MSP-Gaze corpus. We record a
database consisting of 30 participants using a commercial
webcam and a Microsoft Kinect for Windows (RGB cam-
era and IR depth-finding camera). The subjects were asked
to locate points displayed on the screen under the following
conditions: with and without head motion; and, different
distances from the monitor. We evaluate the performance
of the proposed gaze estimation system with user-dependent
and user-independent conditions. We also evaluate the ro-
bustness and consistency of the system against head motion.
This approach and the use of image patches displaying both
eyes make the system robust in the presence of head move-
ment, user-screen distances and subjects characteristics, as
validated by the experimental results. These findings sug-
gest that the proposed system can be effectively used in
gaze-aware multimodal interfaces.

2. MSP-GAZE DATABASE
This study considers several factors that may affect the

performance of appearance-based gaze estimation systems
and that are important for gaze-aware multimodal inter-
faces. In particular, we focus on individual characteristics
of the eyes, presence of head movement, and various dis-

Table 1: Recordings conditions for each session.
Recording Head Movement Distance Pattern

1 Yes User-defined Testing
2 Yes User-defined Training
3 Yes Near Training
4 Yes Medium Training
5 Yes Medium Training
6 Yes Far Training
7 Yes Far Training
8 No User-defined Testing
9 No User-defined Training
10 No Near Training
11 No Medium Training
12 No Medium Training
13 No Far Training
14 No Far Training

tance between the user and the interface’s screen. We col-
lect the MSP-GAZE corpus to study gaze estimation ap-
proaches that are robust against these factors. The database
is balanced in terms of gender, and includes a diverse eth-
nic representation of the students from the University of
Texas at Dallas (Caucasian, as well as Asian, Indian, and
Hispanic populations). While our target is 46 subjects, the
database currently consists of 30 participants whose average
age is 22.7. None of the participants used glasses during
the recording. This section introduces the data collection
protocol and preprocessing methods.

2.1 Data Collection
We collect the MSP-GAZE corpus in our laboratory, which

provides similar illumination to regular offices. The record-
ings consist of tracking the position of points displayed on
the computer’s monitor (see Fig. 1). We use a standard
22-inch HP monitor with the screen resolution set to 1680×
1050. The videos of the subjects are recorded using both
a commercial webcam (Logitech C920 – Fig. 2(a)) and a
Microsoft Kinect for Windows (RGB camera and IR depth-
finding camera – Figs. 2(b) and 2(c)). The resolution of
both devices are set to 640 × 480 pixels. As shown in Fig-
ure 1, the webcam is placed on top of the monitor and the
Kinect sensor is placed below the monitor. The center of the
webcam and the RGB sensor of the Kinect are aligned with
the center of the monitor. Both devices record the subjects
from different angles and are synchronized using a clapping
board at the beginning of each recording. In addition, the
Kinect sensor also provides depth information (IR depth-
finding camera) which can be used to estimate head pose,
and distance between the monitor and the participant. Since
the distance between the users and the computer is generally
below two meters, we set the Kinect depth sensor to the near
mode to estimate accurate depth images. A green screen is
placed behind the subject to provide uniform background.
Figure 2 shows sample images captured by the cameras.

We record each subject on two different days separated
with an average interval of seven days. During each of these
two sessions, we collect 14 recordings using the conditions
described in Table 1. Each of them lasts approximately 3
minutes, and aims to capture the normal behavior of com-
puter users (more details of the actual task is given in Sec.
2.2). We record unconstrained conditions first, in which the
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(a) (b) (c)

Figure 2: Examples of images recorded: (a) Webcam, (b) Kinect RGB image, and (c) Kinect depth image.

subjects are free to move their head as they normally do
while interacting with computers (first seven sessions). The
only instruction to the subjects is to look at the points on
the monitor. The subject selects his/her distance to the
monitor for the first two recordings (“User-defined”). Then,
the user-monitor distance is adjusted for each recording at
“Near” (0.4 meter), “Medium” (0.5 meters) or “Far” (0.6 me-
ters) distance. For consistency across sessions, a tape is
placed on the desk to define the monitor positions for these
three distances (see white tapes in Fig. 1). The subjects
are asked to sit as close as possible to the desk. We collect
two recordings per distance, except for the “Near” setting
which is limited to one recording, since it was uncomfort-
able for some of the users. We repeat the same protocol
for the second half of the recordings with exception that
the participants are asked to maintain a steady head pose
during the recordings (i.e., “No” head movement condition).
The subjects can take short breaks between recordings. We
also give ten-minute breaks at the middle of the session to
avoid fatigue. The same protocol is repeated again for the
second session, which is collected on a different day. For
each subject, we have about 90 minutes of data over the two
sessions.

2.2 Calibration Pattern
To develop a gaze estimation system that maps the cap-

tured eye appearance to the screen position, the data col-
lection should efficiently cover different areas on the screen.
Following previous studies [17, 18, 23], we divide the screen
into 5 by 9 grids as illustrated in Figures 1 and 3. This di-
vision defines 45 grids, from which we only use the 23 grids
marked with ’X’ in Figure 3. We randomly generate a white
point inside one of the 23 highlighted grid areas (i.e., the
points will not appear at the same position in a grid more
than once). The subject is asked to click on the point with
the mouse cursor. The point turns to green once the user
click on it and stays for 1 second, before jumping to a differ-
ent location. We introduce the mouse click action in order
to get the time at which the participant is looking at the tar-
get point (i.e., avoiding transient frames in which the point
jumps from grids). It also ensures that the subject is not dis-
tracted during the data collection (i.e., looking at the time,
missing points). The target point appears four times in each
of the 23 marked grid areas in a random order. This design
ensures enough sample data while limiting the duration of
the recording (i.e., 92 points collected in approximately 3

Figure 3: The screen is divided into 45 grids. The
“Training” pattern displays points in the 23 grids
marked in the figure.

minutes). The videos from the cameras, the actual location
of the points, the mouse cursor location, and the mouse click
action are recorded for each frame. This protocol is used in
the 12 recordings labeled as “Training” in Table 1.

Two recordings in Table 1 are collected with a slightly
different protocol. For these recordings, which are labeled
as “Testing”, 92 different points are randomly shown on the
monitor without considering the grid areas. The data col-
lected with the “Testing” pattern is used to evaluate the per-
formance of the regression model. This pattern is applied
to the first (with head movement) and the eighth recording
(without head movement), as seen in Table 1.

3. PROPOSED APPROACH
The appearance of the eye provides useful information

about the subject’s gaze. An important aspect is to iden-
tify a compact representation from the image that is useful
to estimate the gaze. We use principal component analy-
sis (PCA) as a dimensionality reduction technique. An or-
thonormal basis is created which produces projections that
are used as features in linear regression models. This section
describes the preprocessing steps (Sec. 3.1), the eigenspace
approach (Sec. 3.2) and the linear regression model to detect
the gaze position (Sec. 3.3).
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Figure 4: Eye pair samples extracted with the Viola-
Jones algorithm. They correspond to cases where
the subject was looking at points in the corners.

3.1 Preprocessing Steps
Gaze appearance methods commonly use images display-

ing an individual eye. In contrast, we propose to use a single
image patch describing both eyes (see Fig. 4). The motiva-
tion of this approach is trifold. First, the relative location
between two eyes and their appearance as captured by the
cameras provide information about the subject’s head move-
ment. This information cannot be inferred by an image dis-
playing a single eye. Second, in our preliminary analysis we
observed that eye pair detection is more robust than single
eye detection. Finally, eye pair appearance captures the in-
herent symmetry and distance heuristic of gazes that cannot
be derived from a single eye.

We use the cascade object detector with the Viola-Jones
algorithm for the eye pair image detection/extraction [25].
The Viola-Jones object detection framework provides com-
petitive object detection rates using Haar-like features that
describe the shape, relative position and orientation of the
object-of-interest. We employ the implementation of the
eye detector provided by the open computer vision library
(OpenCV). In particular, we use the eye-pair detector de-
veloped by Castrillón et al. [3], which was trained with 7000
positive 11 × 45 eye pair images. Figure 4 shows examples
of the detected eye pair images from the MSP-Gaze corpus.

As discussed in Section 2.2, we simultaneously record the
videos, the location of the target points, the position of the
mouse cursor, and the mouse click actions. We use the in-
formation to map the extracted eye pair image to the screen
position. The subjects have to look at the target point be-
fore clicking the mouse. Therefore, we consider five eye pair
images extracted right after the subject clicked the mouse
(0.2 sec). Other eye pair images are ignored since it is not
clear that the subject was still looking at the given point. A
preliminary observation of our corpus suggests that subjects
barely blink immediately after clicking the mouse. Since
eyes are closed during eye blinking, these images introduce
noise to the appearance-based gaze estimators. Therefore,
using only these 5 images not only ensures reliable mapping
between eye pair images and accurate screen position for
training, but also eliminates the need of detecting eye blink-
ing. Overall, 460 eye pair images (92 animation points ×
5 frames) with their corresponding screen position are ex-
tracted for each recording described in Table 1. The images
are transformed into gray scale images.

3.2 Eigenspace Approach
We represent the eye’s image patch using the eigenspace

approach, which has been successfully used in many com-
puter vision problems such as face recognition (i.e., eigen-
faces) [11, 24]. The approach consists in representing a set
of N aligned images with an orthonormal basis estimated

from the covariant matrix of the images. This basis is com-
puted using principal component analysis (PCA), which de-
fines a new coordinate system. The eigenvectors associated
with the largest eigenvalues define directions with the high-
est variability. By considering only these eigenvectors, we
can reduce the dimension of the feature vector while captur-
ing most of the structure of the data. In this study, we use
this approach to represent the essential components to re-
construct the eye pair appearance for various gaze position
across different subjects.

The first step consists in organizing a set of N images
with the same size. Since the extracted eye pair patches
have different sizes, we resize each image patch, Γi, such
that its size is 100 × 25 pixels. Then, we estimate the mean
image Ψ, and the mean removed images Φi. Using the mean
removed images, Φi, the sample covariance matrix of the eye
pair patches can be calculated:

Σ =
1

N

N∑
i=1

ΦiΦ
T
i (1)

A basis of N orthonormal vectors is derived by comput-
ing the eigenvectors of the covariance matrix Σ. Once the
eigenvectors are found, we select the eigenvectors associated
with the largest 30 eigenvalues. This set of eigenvectors cap-
tures 90% of the variability in the eye pair patches. For a
new image, we estimate the projections into the basis of this
reduced space, generating a 30 dimensional vector.

The eye pair detector may fail to detect the eyes due to
eye blinks and occasional extreme behaviors such as sneez-
ing and hand occlusion. We validate the eye pair detection
using the PCA analysis. For each recording, all detected eye
pair images are normalized to the same size (100× 25), and
projected into the reduced eigenspace. Then, we reconstruct
the image using only the 30 principal components. The er-
ror between the original and reconstructed images is used to
detect false detections. A threshold is manually determined
by studying the false detection images. When the error is
greater than this threshold, we assume that the eye pair im-
age is not correctly recognized, and the images are discarded
for the analysis.

3.3 Linear Regression
The final step in our approach is to use the projections

into the reduced eigenspace, p1, p2, · · · , p30, as features for
two linear regression models. These models are separately
built to estimate the gaze position in the horizontal (x) and
vertical (y) coordinates, respectively. The projections are
used as independent variables. The mapped screen positions
(horizontal coordinate x and vertical coordinate y) are used
as the dependent variables (see Eqs. 2 and 3). The output of
these regression models are limited to be within the screen
size.

x =


0, if x < 0

1680, if x > 1680

βx0 + βx1p1 + · · · + βx30p30, else

(2)

y =


0, if y < 0

1050, if y > 1050

βx0 + βy1p1 + · · · + βy30p30, else

(3)
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4. EXPERIMENTAL RESULTS
This section evaluates the performance of the proposed

approach to estimate the gaze of the subjects. For this
study, we only consider eye pair images extracted from web-
cam videos, and we report results from data extracted from
30 subjects. We train user-dependent models in which data
from one subject is used to build and evaluate the approach,
and user-independent models, in which general models are
validated with data from subjects that were not included in
the training set. We also evaluate the effect of head move-
ment, distance to the computer monitor, calibration pattern
and consistency of gaze glance behavior.

4.1 Performance Metrics
Two measurements are used to assess the performance

of the proposed gaze estimation approach: the correlation
between the ground truth and the predicted value of the
gaze position (ρx, ρy), and the angular error between the
true and predicted gaze positions (θerror).

To calculate the gaze direction, we assume that the eye
pair center of the subjects is aligned with the center of the
monitor. Therefore, θerror is determined by:

θerror =

∣∣∣∣tan−1(
dp−mc

du−m
) − tan−1(

dpp−mc

du−m
)

∣∣∣∣ (4)

where dp−mc is the distance between the position of the tar-
get point and the monitor center, dpp−mc is the distance
between the predicted gaze position and the monitor center,
and du−m is the subject-monitor distance. For recordings
under the “Near”, “Medium” and “Far” settings, du−m is
fixed during the recordings (see Sec. 2.1). For recordings
under the “User-defined” setting, we estimate du−m using
the original size of the eye pair image. For each subject,
we estimate the average size of the detected eye pair images
for the “Near” and “Far” recordings during the same session.
Then, du−m is estimated by linearly interpolating the size
of the eye pair image between the corresponding values for
the “Near” and “Far” conditions. Notice that du−m can also
be derived from the depth images provided by the Kinect
sensor. For future work, we will rely on the depth image for
more accurate distance information.

4.2 Subject-Dependent Evaluation
The subject-dependent evaluation corresponds to the most

common case in gaze estimation studies (e.g., systems that
require to estimate individual parameters such as eye cur-
vature). A calibration process is established for each sub-
ject. In our approach, this calibration is used to estimate
the eigenspace, and the linear regression models. Then, the
system is evaluated with different images extracted from the
same subject.

Our first question is to select an appropriate number of
grids (#grids) during calibration to estimate an accurate
gaze estimation system. We address this question using
subject-dependent condition. Notice that we displayed four
points per grids in each of the recordings in Table 1. There-
fore, the number of calibration points is given by #grids×4.
We train our model with 4, 9, 15 and 23 grids. The 4-grid
case uses the four corners of the screen (see Fig. 3). The 9-
grid case considers 3 points in the first, third and fifth rows
of the grid pattern. These three points are located in the
left, middle and right columns of the grid pattern. The 15-
grid case includes all the grids except the ones in the second
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Figure 5: Within session results to evaluate the
number of grids needed to train the gaze detection
system.

and fourth rows. The 23-grid case considers all the high-
lighted grids. In each of these cases, the proposed system is
trained and tested with the “User-defined” distance. Figure
5 shows the “within session” results, in which we train and
test the gaze detector with data from the same session. We
use the 2nd and 9th recordings for training and 1st and 8th
recordings for testing for the two head motion conditions
(see Table 1). Likewise, Figure 6 shows the “between ses-
sion” results, in which the training and testing data are the
“User-defined” recordings from different sessions (i.e., col-
lected in different days). These figures provide the angular
error between the point’s position and the estimated gaze
position. These figures reveal that the error decreases as
the number of grids increases. The results are consistent in
both “within session” and “between session” conditions. The
23-grid case provides similar performance than the 15-grid
case. However, it requires 32 extra calibration points (92
versus 60). Depending on the application, more grids may
provide higher accuracy. To reduce the number of calibra-
tion points, we select the 15-grid calibration approach for
the rest of the evaluation.

To evaluate the gaze estimation for the subject-dependent
models, we consider both “within session” and “between ses-
sion” conditions. For “within session” evaluation, the mod-
els are trained and tested with data from a single subject
during the same session. The evaluation considers matched
distance and head motion conditions (i.e., training and test-
ing with “Far” distance and without head motion). For each
session and for each head motion condition, we collect two
recordings for “Medium” and “Far” distances (4rd-7th and
11th-14th recordings in Table 1). For these cases, we train
using the first recording and test the results on the second
recording. We do not report results for the “Near” distance
since we only collect one recording for each head motion con-
dition. For the “User-defined” distance, we train our system
using the training grid pattern (i.e., points displayed in the
15 grids) and we evaluate the performance with the testing
pattern (i.e., points are randomly displayed in the monitor
without following any grid – this is the most challenging
case). The results are averaged across the 30 subjects. Ta-

95



4 9 15 23
3.8

3.9

4

4.1

4.2

4.3

4.4

4.5

4.6

4.7

Calibration Pattern

A
ng

ul
ar

 E
rr

or

 

 

No Head Movement
With Head Movement

Figure 6: Between session results to evaluate the
number of grids needed to train the gaze detection
system.

Table 2: Subject dependent results within session.
The “Near” condition is not evaluated since we only
collect one recording per session (see Table 1).

Without head motion With head motion

Distance ρx ρy θerror ρx ρy θerror
Near – – – – – –

Medium 0.89 0.84 4.0 0.90 0.82 4.2
Far 0.88 0.82 3.6 0.90 0.82 3.4

User-Defined 0.89 0.85 3.9 0.89 0.82 3.8

ble 2 shows the results for each distance condition, with and
without head motion. the correlation of the regression mod-
els is around ρx = 0.89 for the x coordinate, and around
ρy = 0.83 for the y coordinate, across conditions. This re-
sult indicates that the proposed gaze estimation approach is
more accurate in the horizontal axis. This result is expected
since the eyes present higher appearance differences in the
x direction. The angular error is less that 4.3 degrees which
is sufficient for many applications.

For “between session” condition, the models are trained
and tested with data from different sessions collected in dif-
ferent days but from the same subject. Notice that this
condition is ideal for multimodal interfaces since the cali-
bration is conducted only once. After that, the subject can
use the system without further calibration. The experiment
follows the same matched conditions use for the “within ses-
sion” condition (i.e., same distance and head motion mode).
For the “Middle” and “Far” distances, there are two record-
ings for each of the two sessions (per head motion mode).
We evaluate four permutations in which each of these record-
ings is used to train the models. These models are evaluated
with corresponding recordings from the other session. For
the “Near” distance, we only implement two permutations
given that we collect only one recording per session and per
head motion condition. For the “User-defined” distance, we
use the training pattern recordings to build the system and
the testing pattern recordings to evaluate the results. This
setting defines two permutations per head motion mode. Ta-

Table 3: Subject dependent results between ses-
sions.

Without head motion With head motion

Distance ρx ρy θerror ρx ρy θerror
Near 0.90 0.85 4.7 0.91 0.84 4.5

Medium 0.89 0.84 3.8 0.91 0.83 3.9
Far 0.88 0.83 3.5 0.90 0.83 3.4

User-Defined 0.89 0.82 3.9 0.88 0.82 3.9

Table 4: Subject Independent results.
Without head motion With head motion

Distance ρx ρy θerror ρx ρy θerror
Near 0.85 0.76 7.0 0.87 0.75 6.8

Medium 0.86 0.75 6.0 0.85 0.74 5.9
Far 0.85 0.68 5.3 0.85 0.73 5.2

User-Defined 0.85 0.78 5.9 0.86 0.70 6.0

ble 3 reports the averaged results across permutation and
subjects.

The results reported in Tables 2 and 3 reveal that the
proposed appearance-based gaze estimation approach pro-
vides similar performance in “within session” and “between
session” conditions. This result is very important since it
indicates that once the eigenspace, and the linear regres-
sion models are built for a given subject, he/she can use
the system without further calibration. This feature of the
proposed approach is important for gaze-aware interfaces.

Tables 2 and 3 also show that the proposed approach is
not affected by the subject’s head motion. The evaluations
with and without head movements provide similar gaze esti-
mation accuracy in both tables. This result is also observed
in Figure 5 and 6. While the performance of the system
is affected when only four grids are used to estimate the
eigenspace, the performance for both head motion condi-
tions is similar when 15 or 23 grids are used. We also notice
that the distance between the user and the computer moni-
tor has little affect on the accuracy of the system. The fact
that the approach is not sensitive to head motion and the
user-interface distance suggests that it is suitable for real
applications, especially in cases when the gaze is used to
estimate the user’s attention.

4.3 Subject-Independent Evaluation
This section studies how well the eigenspace and linear

regression models can be generalized where the testing user
is not considered during training. This case is appealing
since it eliminates the calibration process when new users
interact with the system (i.e., the models can be trained
offline with previous recordings from other subjects).

The methodology used for the subject-independent eval-
uation is similar to the one described in Section 4.2. We
evaluate the approach under distance and head movement
matched conditions. The main difference is that training
and testing set include data from disjoint groups of sub-
jects. To maximize the usage of the corpus, we conducted
a cross-validation approach in which the models are trained
with data from 29 subjects, and the performance is evaluated
with data from the remaining participant (i.e., 30 different
models).
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Table 4 shows that the performance drops for the subject-
independent condition comparing to the subject-dependent
condition. We noticed that the prediction of the vertical
position is more affected. However, the correlations of the
predicted gaze position are still higher than 0.85 for hori-
zontal direction, and 0.68 for vertical direction. The aver-
age angular error is about 6.0 degree across all conditions.
These results reveal that the eigenspace derived from mul-
tiple subjects provides an appropriate representation of the
changes in eye appearance due to glance behavior of individ-
uals that are not considered during training. This promising
result suggests that the calibration process can be the com-
pletely eliminated, since the models are trained with data
from multiple subjects in the corpus. Furthermore, we can
include samples from more training grids to improve the
performance, since the training is completed offline.

4.4 Comparison to Previous Work
Table 5 compares our results to other appearance-based

gaze tracking systems. We compare the results achieved in
subject-dependent condition with “User-defined” distance,
and with head motion. Notice that the settings are not
equal across the studies. For example, Tan et al. [23] es-
timated the error using “leave-one-out” cross validation on
the training data instead of on the independent testing data.
Williams et al. [26] used the same grid pattern for the train-
ing and testing data. In our case, the testing points are ran-
domly displayed in the screen, even in regions not covered by
the highlighted grids. Higher accuracies are observed when
the number of calibration points increases. As mentioned be-
fore, our approach can be implemented without calibration
during testing which is a major advantage for gaze aware
interfaces.

5. CONCLUSIONS
This paper proposed an appearance based gaze estimation

method that is based on the eigenspace approach and linear
regression models. It introduces a new multimodal database
recorded from 30 subjects, which is carefully collected to
evaluate various sources of variability that are commonly
observed in human computer interfaces (e.g., different user-
monitor distances and use of head movements). The pro-
posed gaze estimation approach is systematically evaluated
under different conditions. The promising experimental re-
sults demonstrate that the approach is robust against head
motion. The accuracy of the system is not affected when
the eigenspace and linear regression models are built/trained
with data from one session and tested with data from an-
other session collected during a different day. This result
indicates that the calibration step can be implemented only
once. The approach is also evaluated under subject - inde-
pendent conditions (i.e., general models are evaluated with
data extracted from subjects not included in the training
of the models). While the performance decreases compared
with the subject-dependent case, the accuracy of the system
is still competitive. This result suggests that the proposed
approach can be used without any calibration.

We will explore in our future work techniques to improve
the performance of the gaze estimation approach under subject-
independent conditions. This condition is the most inter-
esting setting from the perspective of multimodal interfaces,
since it does not require calibration. Our goal is to approach
the performance achieved with subject-dependent condition.

We are exploring various methods to achieve this goal in-
cluding factor analysis, localized regression and whitening
transformation. A limitation of the data collection is that
we only recorded subjects without glasses. Also, we pro-
vided ideal illumination during the data collection. These
conditions are not realistic in many real applications, and ro-
bust methods are needed. Our future data collection effort
will include these different challenging conditions. Likewise,
we will explore the feasibility of implementing the proposed
method in mobile devices. One major difference from the
current setting is that the position of the screen is not fixed.
Therefore, the distance and perspective between the user
and interface is time variant. In spite of these challenges,
appearance based models may offer a good tradeoff between
accuracy and complexity in this context. The MSP-GAZE
corpus and the proposed method can be used as a starting
point to address these open challenges.
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