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using Contrastive Teacher-Student Learning
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Motivation Proposed Method

Background: ) : .
5 . o Contrastive Teacher-Student Learning Emotion prediction loss (Lccc)
= Self-supervised speech representation with

Predicted emotional scores = Train student model to predict accurate emotion from noisy speech
transformer shows good performance for speech —— I— - . -
Positive teacher sample Negative student samples » Maximize concordance correlation coefficient (CCC) @ ‘

emotion recognition (SER) tasks SE)
o g . - S . — (1 — _ _
= |t still requires adapting the model to the target noisy Lece = (1= CCC4ro) + (1 = CClhom) * (1 = CClyqr) - (o)

environment for real-world applications = Transfer loss (L7;)
= Prevent student model from catastrophic forgetting of teacher model’'s knowledge

Teacher speech Student speech
representation '

. ' representation representation _ . 2
OUI' Work. model: T model: S model: S u LTL — % Iiv=0{\/(T(x(l:lean) — S(x:loisy)) }
= We build an appropriate adaptation algorithm for SER _
model to compensate for environmental noise @ Clean specch: 20, @Y Noisy specch: 0y, | = Contrastive loss (£;)

= Qur approach is built upon a pre-trained transformer = Learn the n emotionally discriminative knowledge regardless of environment

Target noise sounds * ‘ .
that can. " L=Lccc+ Aty * Lrp+ Acy * Ly _ _ L sy _ i . _ 0...)
_ | - 10004 —10.0 " Lc =InfoNCE(anchor = S(xnoisy),poswwe = T(xclean),negatwe =S Xnoisy )
= Acquire new knowledge from adverse recording
conditions

(*noisy)
Keep original knowledge acquired during pre-training = Copy T and set it as a student model (S)  TChea) |4 allllmlimeas imaoisy)
and fine-tuning = Corrupt train set with target noise to update S @ similar @ distant

_ Student speech
Shared weights .

B - T

= Set fine-tuned model as a teacher model (T) = Discard the sample from negatives if it has similar emotion to the anchor

Experiment & Embedding Analysis Conclusions

Fine-tuned SER model e Test Set Result Only maximizing CCC during
atched condition aselines u -
Mismatched condition — ! environment adaptation causes

e obust I T T e ; | i
robust ] I _o ST TG o catastrophic forgetting of pre-trained and

fine-tuned knowledge for SER model

Contrastive loss Arousal Dominance Valence Arousal Dominance Valence Arousal Dominance Valence Retrain all model (RM) | Lece

. i Orlglnal 0.244 0.226 0.227 0.379 0.335 0.308 0.438 0.374 : :
Average pooling For ablation study |

RH 0.323  0.278 0.164 0.443  0.390 0.236 0.494  0.424 . Contrastive teacher-student learning Teacher-student learning can keep the

without contrastive learning (RM+TL)

Frame-level representation sen' ions RM 0.272 0.215 0.330 0.412 0.328 0.418 0.459 0.350 . Contrastive teacher-student learning O ri g i n al m Od e I ,S kn OWI ed g e Wh i Ie

without transfer learning (RM+CL)

RM+TL 0.345 0.289 0.337 0.474 0.403 0.416 0.513 0.430 : acquiring new knowledge from noisy

RM+CL 0.339 0.296 0.314 0.451 0.391 0.399 0.481 0.402 : Proposed model |

Transformer Contrastive teacher-student learning S pee Ch
encoder RM+TL+CL ] 0.347 0.300 : . : : . . : (RM+TL+CL)

—_— e — — — .\ e e e e Contrastive learning can further

[ improvements in all the attributes | Original, RH @ RM  H RM+TL RM+CL B RM+TL+CL

[ Frozen parameters ' improve performance by learning
\ 0dB 5dB 10dB
Convolutional

I upceted paramet = emotionally discriminative knowledge
feature encoder ated parameters icrophone : 0.08 0.08 . -
. eecc,)e, T !ph ~ regardless of environmental conditions

0.041 _ 0.04.

- I Future Work
151% | — - Environment adaptation for self-supervised

MSP-Podcast Dataset il Embedding

= We use the clean & noisy version of the MSP-Podcast cor Analysis  |infonce = 1- | - . .
y - pus o | representations to various noise types
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= Adapt the model with 30 minutes of the target noise sounds | |
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