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Estimation of Driver’s Gaze Region From Head
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Confidence Regions
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Abstract—Visual attention is one of the most important aspects5
related to driver distraction. Estimating the driver’s visual atten-6
tion can help a vehicle understand the awareness state of the driver,7
providing important contextual information. While estimating the8
exact gaze direction is difficult in the car environment, a coarse9
estimation of the visual attention can be obtained by tracking the10
head pose. Since the relation between head pose and gaze direction11
is not one-to-one, this paper proposes a formulation based on12
probabilistic models to create salient regions describing the driver’s13
visual attention. The area of the estimated region is small when14
the model has high confidence, which is directly learned from the15
data. We use Gaussian process regression (GPR) to implement the16
framework, comparing the performance with different regression17
formulations such as linear regression and neural network based18
methods. We evaluate these frameworks by studying the tradeoff19
between spatial resolution and accuracy of the probability map20
using naturalistic recordings collected with the UTDrive platform.21
We observe that the GPR method produces the best result creating22
accurate estimations with localized salient regions. For example,23
the 95% confidence region is defined by an area covering 3.77%24
region of a sphere surrounding the driver.25

Index Terms—In-vehicle safety, advanced driver assistance26
system, driver visual attention, gaze detection.27

I. INTRODUCTION28

ROAD safety is a major concern in today’s world. The main29

cause of road accidents is the negligence of distracted30

drivers [1]. Therefore, monitoring the driver’s actions can be31

useful for estimating their behaviors, creating warnings to avoid32

impending mistakes due to lack of awareness. Smart vehi-33

cles today are equipped with multiple sensors, which provide34

relevant real-time information inside and outside the vehicle.35

The challenge is incorporating heterogeneous information to36
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provide high-level knowledge to understand the driver, the 37

vehicle, and the road. Monitoring the driver’s behaviors can 38

also serve as a tool to design advanced user interfaces for 39

infotainment and navigation systems where the drivers naturally 40

interact with the car, without using manual resources [2] (e.g., 41

interpreting commands such as “what is the address of this 42

building?,” while the driver briefly glances towards the target 43

location). With semi-autonomous cars, monitoring the driver 44

behavior can also be helpful in negotiating hand-over control 45

from the vehicle to the driver, or vice-versa. 46

Visual attention is a major factor when modeling the driver’s 47

intentions. The majority of the tasks involved while driving 48

require visual cues. The direction of the driver’s gaze strongly 49

depends on the primary driving task and the road condition. 50

Implementing a robust gaze detection system for cars can be 51

helpful in signaling the cognitive state [3], [4], situational 52

awareness [5]–[7], and attention level [8], [9] of the driver. 53

These systems can also be helpful in enhancing in-car dialog 54

systems [2]. 55

In human-computer interaction (HCI), the gaze of a subject is 56

estimated by locating the pupil using various appearance based 57

and feature based techniques [10]–[12]. However, these tech- 58

niques are not practical in a vehicle environment with challeng- 59

ing situations such as varying lighting conditions, high degree of 60

head rotations, and possible occlusions [13]. Moreover, in the de- 61

tection of the driver’s attention is often more important to achieve 62

robustness across conditions rather than high performance under 63

restricted conditions. A coarse estimation of the driver’s visual 64

attention is usually enough for many applications. Following 65

this strategy, studies have proposed the use of head pose to 66

infer the driver’s gaze [14]–[17]. Head pose has a strong cor- 67

relation with gaze, but the relationship is not deterministic [18]. 68

Taking the eyes-off-the-road during longer periods significantly 69

increases chances of accidents. Therefore, drivers tend to have 70

short glances, which involve head and eye movements. This 71

relationship changes according to the driver, primary driving 72

task, secondary driving task, and the traffic condition. Therefore, 73

the head orientation cannot uniquely determine the exact gaze 74

direction. 75

Instead of aiming to detect the precise gaze direction, this 76

paper proposes to estimate a probabilistic visual map describing 77

the region of visual attention where the driver is most likely to 78

direct her/his gaze. Building upon our previous work [19], [20], 79

we propose to create this probabilistic visual map using a two 80
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dimensional Gaussian distribution that is directly learned from81

data. The formulation relies on Gaussian process regression82

(GPR) to estimate the distribution of the gaze given a certain83

position and orientation of the driver’s head. The proposed84

model provides not only the probabilistic visual map, but also85

confidence regions, which can be extremely useful for HCI appli-86

cations for infotainment and navigation systems, and advanced87

driver assistance systems (ADAS). The size of the salient region88

decreases when the confidence of the model increases, learning89

all the parameters of the models directly from the data. We90

train and evaluate the system with recordings from real driving91

scenarios using affordable equipment that can be easily installed92

on regular cars.93

The experimental evaluation demonstrates the effectiveness94

of the proposed GPR system, analyzing the tradeoff between95

accuracy and spatial resolution of the probabilistic visual map.96

We compare our proposed solution with alternative machine97

learning methods to estimate the visual maps, including simple98

regression techniques, deep neural networks and mixture density99

networks (MDNs). The results indicate that our proposed model100

offers the best accuracy and spatial resolution in estimating the101

probabilistic region of the driver’s gaze. For example, 95% of102

the target markers lie inside the probabilistic region estimated103

by the system, where its temporal resolution includes 3.77% of a104

sphere surrounding the user’s range of vision. Finally, we105

demonstrate the benefit of the proposed probabilistic model106

by mapping the probabilistic visual map to areas on the road,107

allowing us to identify coarse regions outside the car that the108

driver is directing her/his gaze to.109

This study is organized as follows. Section II discusses related110

studies about the importance of visual attention when studying111

driver’s behavior. Section III describes the data collection pro-112

cedure that we followed to train and evaluate our algorithms.113

Section IV describes the proposed method to obtain the prob-114

abilistic salient visual map to represent visual attention. It also115

introduces the baseline methods. Section V discusses the results116

obtained from different models, comparing the tradeoff between117

spatial resolution and accuracy of the probabilistic salient visual118

maps. Finally, Section VI concludes the study, suggesting future119

research directions.120

II. RELATED WORK121

A. Visual Attention of the Driver122

Maintaining visual attention while driving a vehicle is im-123

portant to reduce hazard scenarios. Drivers obtain most infor-124

mation through vision, which is important to maintain road125

awareness and to complete driving maneuvers [5]. Therefore,126

several studies have considered the visual patterns of the driver,127

creating useful automatic tools for intelligent vehicle systems.128

Liang and Lee [21] conducted experiments by inducing visual129

distraction, cognitive distraction and a combination of both by130

asking subjects to perform distracting tasks while operating a131

driving simulator. They observed that the driving performance132

was worse when the subjects were performing visually dis-133

tracting tasks compared to the performance when performing134

a combination of visual and cognitive distracting tasks.135

Robinson et al. [22] studied the visual search patterns of a 136

driver by looking at her/his head movements during lane changes 137

and when entering a highway after a stop sign. They observed 138

longer search times at a stop sign, where the drivers had to 139

observe the whole scene before making a decision. In contrast, 140

for lane change actions the search time was shorter since the 141

driver had to make quick decisions. Underwood et al. [23] used 142

eye trackers to study the eye movement behavior of experienced 143

and novice drivers in three different types of roads: rural, sub- 144

urban and divided highways. They analyzed the most common 145

sequences of fixation in various regions of the road to compare 146

the driving behavior. They observed that a novice driver tends to 147

change her/his fixation more often, while an experienced driver 148

tends to use peripheral vision to pick up subtle information such 149

as the demarcation of lanes. 150

Understanding visual attention can also help us infer infor- 151

mation about visual and cognitive distractions. Sodhi et al. [24] 152

used a head-mounted, eye-tracker in a vehicle, where they asked 153

multiple subjects to drive a predetermined route while perform- 154

ing tasks that stimulate distractions. They used the eye-tracker 155

to obtain the position and diameter of the pupil. They studied 156

the impact of infotainment systems on driving by stimulating 157

various cognitive and visual distractions. The study observed 158

that the eye movement patterns changed when the driver was 159

distracted by a secondary task. Kutila et al. [25] recorded the 160

face of the driver with stereo cameras in a naturalistic driving 161

scenario. They used head and gaze information along with lane 162

position and controller area network (CAN)-Bus data to detect 163

visual and cognitive distraction. Gaze data was obtained using 164

a gaze tracker. The driver’s visual attention is inferred using 165

eyes-off-the-road duration. The eye movement is fused with 166

cognitive workload inferred from the driving data to obtain 167

cognitive distractions. Liang et al. [26] designed a support vector 168

machine (SVM) classifier that used measures of driving perfor- 169

mance such as steering angle and lane position, and features 170

from eye movement data such as fixations and saccades to detect 171

cognitive distraction. They obtained an accuracy of 96.1% in 172

a simulated environment. Murphy et al. [27] implemented a 173

real-time system to track the six degrees of freedom of the 174

head pose of a driver. They designed an appearance based 175

particle filter to design a 3D model of the face in augmented 176

reality. Rezaei and Klette [17] monitored both the driver and 177

the road to find possible hazard situations. They designed an 178

asymmetric active appearance model (AAM) to estimate the 179

driver’s head pose, which was used in conjunction with features 180

extracted from the vehicles detected on the road to design a 181

fuzzy logic based system to estimate the risk level of the driving 182

situation. 183

Understanding the driver’s behavior is even more relevant 184

with the advances in autonomous cars. Information and datasets 185

derived from drivers in naturalistic conditions, including their 186

visual attention, can be instrumental in the design of autonomous 187

cars [28], following the ideas of behavior cloning [29]. Likewise, 188

cars that are aware of the driver’s visual attention can more effec- 189

tively negotiate hand over situations. Zeeb et al. [30] compared 190

the take-over time and quality between a distracted driver and 191

an attentive driver. The drivers were asked to be involved in 192
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secondary tasks such as watching videos and writing emails.193

They observed that while a driver could quickly resume control194

of the car when prompted, the quality of the take over was worse195

when the driver was distracted.196

B. Estimation of Visual Attention197

Several studies have worked on estimating the visual attention198

of the driver, realizing the importance of visual attention in mon-199

itoring the behaviors of the driver. The most common approach is200

to partition the gaze region of the driver into different gaze zones.201

Then, the problem is formulated as a classification problem to202

identify the area that the driver is directing her/his attention.203

Tawari and Trivedi [14] video recorded the face of the driver from204

two different angles in the car to capture the head pose. The two205

cameras increased the angular range of the head pose estimation.206

The task was to classify the driver’s gaze into eight different gaze207

zones. They used annotations obtained from human experts as208

the ground truth for the target gaze zone, training a random forest209

classifier with the head pose as features. The zone estimations210

had high confusion between adjacent zones such as looking211

forward and looking at the speedometer. Lee et al. [15] suggested212

a robust method to estimate the yaw and pitch of the head. The213

method relied on simple edge features from the face, making the214

approach robust to rotation and illumination, and fast enough to215

be run in real time. They used the estimated yaw and pitch angles216

to identify one of the 18 predefined gaze zones using an SVM217

classifier. Chuang et al. [16] designed a gaze estimation system218

using a smartphone camera. They placed the smartphone on the219

dashboard to record the driver’s face. They used the location of220

the eyes, nose and mouth regions as features to classify the gaze221

among eight different zones. Vora et al. [31] tried a generalized222

approach to classify gaze zones which is subject invariant. They223

used convolutional neural networks (CNNs) to obtain the gaze224

zone from the driver’s facial image. The best network achieved225

a 93.36% accuracy while performing a seven class classification226

task (six gaze zones plus a class for eye closure)227

While the gaze zone provides useful information about the228

visual attention of the driver, this information is too coarse for229

several applications. However, it is challenging to design gaze230

estimation methods with high precision that work well inside231

a vehicle. Although there is a strong relationship between head232

movement and gaze direction, the relation is not one-to-one [18].233

In naturalistic driving scenarios, the driver relies not only on234

head movements to direct her/his gaze toward a target location,235

but also on eye movement. The interplay between head and236

eye movements depends on the cognitive load of the driver and237

the underlying driving task. A feasible alternative to gaze zone238

estimation or unreliable gaze algorithms that do not work in239

a vehicle is the definition of a probabilistic salient visual map240

describing the visual attention of the driver. This probabilistic241

salient visual map can be used to define spatial confidence242

regions describing the direction of the driver’s gaze. This study243

pursues this novel formulation, creating models that capture the244

relationship between head pose and gaze, creating a probability245

distribution of the gaze given the orientation and position of the246

driver’s head.247

C. Relation to Prior Work 248

The formulation of creating a probabilistic salient visual map 249

to model driver attention is novel. To the best of our knowledge, 250

the only relevant study is our preliminary work [19], [20], which 251

provided initial evidences of the benefits of using this promising 252

formulation. Jha and Busso [19] used the GPR framework to 253

estimate the gaze distribution conditioned on the head pose. Jha 254

and Busso [20] explored a nonparametric approach to create 255

this probabilistic salient visual map. This paper builds upon 256

these preliminary studies providing better modeling capabilities, 257

which are evaluated with exhaustive experiments. The contribu- 258

tions of our paper with respect to prior work are: 259
� We improve the modeling capability of the GPR framework 260

by exploring multiple configuration including implement- 261

ing the basis function with a neural network, and using 262

automatic relevance determination (ARD) for the kernel 263

function. These approaches increase the capacity and flex- 264

ibility of the models, leading to better performance. 265
� We explore multiple regression-based frameworks and 266

compare them to our method to establish the superiority 267

of the proposed approach in comparison to other methods. 268
� We demonstrate the application of using confidence maps 269

with our method to project the angular distribution onto 270

the road scene, moving us closer to deploy our solution in 271

practical applications. 272

Instead of relying on methods that assume a one-to-one 273

relationship between head pose and gaze, which has been the 274

predominant approach in previous studies, our method creates 275

a probability distribution that takes in consideration the un- 276

certainty in the predictions. This approach represents a novel 277

formulation from a theoretical perspective. The implementation 278

of the approach in a real system is feasible, but not the primary 279

goal of this paper. 280

III. DATA COLLECTION 281

This study uses recordings from real driving scenarios col- 282

lected with the UTDrive platform [32], [33], which is a vehicle 283

equipped with multiple sensors (Fig. 1(a)). The UTDrive has 284

been successfully used to study driver behaviors [34]–[36]. 285

Instead of using the specific sensors from this car, we decided 286

to only use the commercially available dash camera Blackvue 287

DR-650GW-2ch (Fig. 1(b)), which can be easily installed in any 288

regular car. The device features two cameras along with a global 289

positioning system (GPS) and accelerometer sensors. The front 290

camera was used to record the road view, while the rear camera 291

was used to record the face of the driver. The system is currently 292

implemented offline. 293

A. Data Collection Protocol 294

For the analysis, we require data where we know the ground 295

truth information about the direction of the gaze. We achieve 296

this goal by asking the driver to look at predefined markers. 297

We place 21 numbered markers on the windshield (#1-#13), 298

mirrors (#14-#16), side windows (#17-#18), speedometer panel 299

(#19), radio (#20), and gear (#21) (Fig. 1(c)). Then, we ask 300
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Fig. 1. (a) Vehicle used for data collection. (b) Dash camera (Blackvue DR-650GW-2ch) used to record the face of the driver (primary camera) and the road
(secondary camera). (c) Markers placed on the windshield (1-13), mirrors (14-16), side windows (17-18), speedometer panel (19), radio (20), and gear (21). The
subjects were asked to look at these markers.

the subjects to look at these markers multiple times, where we301

carefully annotated the corresponding timing information. We302

recruited 16 students (10 males, 6 females) with valid US driver303

licenses from the University of Texas at Dallas. We designed a304

three-phase protocol:305

Phase 1: The first phase is recorded when the vehicle is306

parked. The subject is asked to sit in the driver seat, looking307

at different markers. The numbers are called out in random308

order and the driver is asked to look at the corresponding points.309

Each number was repeated five times in random order. We did310

not provide any further instruction. The goal of this phase is311

to estimate and model the gaze-head relationship when our312

subjects are not driving. They have plenty of time to complete313

this task without worrying about visual, manual and cognitive314

demands associated with the driving tasks. The drivers can also315

get familiar with the task in a safe environment.316

Phase 2: The second phase consists of the same task while the317

subject is driving the vehicle. The subject is asked to drive on a318

straight road with low traffic. Following the protocol approved319

by the institutional review board (IRB) at UT Dallas, we carried320

out the data collection during the day, avoiding peak hours to321

reduce the cognitive load of the driver in traffic conditions. A322

passenger reads the numbers, pointing to the target location323

reducing the cognitive demand of the task. The numbers are324

requested only when the driver does not have to perform any325

maneuver. The safety of the subject is our first priority. We do326

not provide any additional instruction on how to look at the327

markers. We use this phase to estimate and model the gaze-head328

relationship while the subject is driving.329

Phase 3: During the third phase, we ask the driver to park330

the car and perform the same task again. This time, the driver is331

asked to look at each marker directing her/his head toward the332

point. In this controlled condition, the gaze of the driver is the333

same as the head pose, without the bias added by the movement334

of the eye. To enforce this requirement, we request the driver335

to wear a glass frame with a low power laser mounted at the336

center (Fig. 2). The driver is asked to point the laser towards337

the marker. The windows of the car are covered during this338

phase to reduce the lighting inside the car to make the laser339

more visible for the subject to complete the task. This approach340

also prevents the laser beam to project outside the car. Each341

number was repeated three times at random for each marker.342

This phase provides valuable data, where the gaze is exactly343

aligned with the head orientation. While this phase is not used344

Fig. 2. Laser pointer mounted on a glass frame for the controlled head pose
condition during phase 3 of the data collection.

Fig. 3. (a) Example of a AprilTag, (b) Headband with AprilTags for robust
head pose estimation.

in the experiments discussed in this study, it provides valuable 345

calibration information for other studies [18]. 346

Additionally, we asked the last three of our subjects to look at 347

specific locations on the road including billboards, street signals, 348

and buildings to validate our systems in real-world applications. 349

This data is used to assess the mapping between gaze detection 350

and objects on the roads. 351

B. Head Pose Estimation Using AprilTags 352

It is challenging to use computer vision algorithms in a 353

car environment. In our previous work [13], we demonstrated 354

that the robustness of a state-of-the-art head pose estimation 355

algorithm was low for non-frontal faces rotated more than 45◦. 356

For this analysis, we aim to have more robust estimations of 357

head poses regardless of the head orientation. We achieve this 358

goal by using a headband with AprilTags (Fig. 3(a)). For future 359
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Fig. 4. Description of the process to calibration the cameras and define a common reference system. Figures (a)-(d) show the calibration for the markers’ locations
and the face camera. Figures (e)-(f) show the calibration for the road camera.

work, we can rely on depth cameras to obtain robust head pose360

estimation [37], [38].361

AprilTags [39] are 2D barcodes primarily used for augmented362

reality applications, robotics and camera calibration. Fig. 3(a)363

shows an example of an AprilTag. The unique black and white364

patterns of each AprilTag are easy to automatically detect with365

computer vision algorithms. From the pattern, it is possible366

to accurately estimate the position and orientation of the tags.367

Instead of using a single AprilTag, we rely on many tags to368

robustly estimate the position and orientation of the head. For369

this purpose, we designed a headband with 17 square faces370

(2 × 2 cm each), separated by an angle of 12◦. Each of the371

square faces contains a 1.6 cm × 1.6 cm unique tag. Fig. 3(b)372

shows the headband worn by the participants. During the data373

collection, the subject is asked to wear the band for the entire374

recording. The selected design allows us to observe multiple375

tags for each video frame, regardless of the orientation of the376

driver’s head. Therefore, we can robustly infer the position and377

orientation of the headband.378

The AprilTags from the headband are used to obtain the379

position and orientation of the driver’s head. The AprilTag380

toolkit provides an estimate of the position and orientation of381

each tag present in an image. The structure of the headband and382

orientation of the visible bands help us estimate the pose of the383

headband.384

The use of the headband facilitates the analysis of head pose385

regardless of the orientation of the head or the environmental386

condition in the vehicle. For real-world applications, the head387

orientation will be estimated using automatic algorithms using388

either RGB cameras [40] or depth cameras [37], [38].389

C. Calibration of Camera and Markers390

A key challenge is to define a common coordinate system.391

We need the location and orientation of the driver’s head along392

with the location of each enumerated marker in a 3D space with 393

respect to a single coordinate system. Fig. 4(a) shows the view 394

from the rear camera facing the driver, and Fig. 4(f) shows the 395

view from the road camera. It is clear from these two figures 396

that most of the markers are not included in the view of either 397

of the camera. The problem is even more challenging as we aim 398

to map the gaze direction to areas on the road camera. We need 399

a calibration process to find the exact target marker location in 400

the 3D space and the transformation between the cameras to 401

represent all the coordinates in a single reference system. The 402

calibration process relies on AprilTags to find the location of the 403

markers in the 3D space and to find the relative homogeneous 404

transformation between each camera. The proposed solution 405

consists of placing AprilTags in the vehicle. The AprilTags 406

are used to establish a connection between the road and face 407

cameras, which do not have any overlap in their field of view. The 408

calibration process has two steps: create a common reference 409

coordinate system, and create a mapping between objects outside 410

the vehicle. 411

The first step in the calibration is to establish a reference 412

coordinate system. AprilTags are placed on each of the markers 413

(Fig. 4(d)), and some reference locations in the field of view 414

of the face camera (Figs. 4(a)-4(d)). These tags are only used to 415

calibrate the system, and are removed during the data collection. 416

Then, we use a third camera to take multiple pictures contain- 417

ing subsets of these AprilTags (Fig. 4). This camera captures 418

locations that are not in the field of view of either of the dash 419

cameras. The relationship between frames containing multiple 420

common tags is calculated. The face camera captures a subset of 421

these additional tags. Using the location of these tags, we create 422

homogeneous transformations to obtain the location of all the 423

tags, including the 21 markers, with respect to the coordinate 424

system of the face camera. 425

The second step in the calibration consists of estimating a 426

mapping between the reference coordinate system and objects 427
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outside the vehicle. For this step, the third camera is fixed inside428

the vehicle such that it records the windshield and the road view429

(Figs. 4(e) and 4(f) – these two images were simultaneously430

taken). As a result, we have two cameras facing the road: the431

road camera used in the data collection and the third camera used432

for calibration. We printed an AprilTag sign, which is placed433

in front of the vehicle such that it is in the field of view of434

both cameras. This process helps us to establish the relationship435

between the cameras for different points. Finally, the relation436

between the face camera and the third camera is established437

using the location of the markers. With this process, we derive all438

the transformations needed to map everything into the coordinate439

system of the face camera. The transformation matrix to relate440

each camera is calculated using the Kabsch algorithm [41].441

Since the placement of the headband slightly varies across442

subjects, we need to obtain a standard reference per subject to443

estimate the head pose from the AprilTags. For this purpose, we444

assume that the long-term average of the driver’s head pose is445

consistent across subjects. We calculate the average orientation446

of the headband in the quaternion space using spherical linear447

interpolation (Slerp). We set the origin of the coordinate system448

as the average pose of the driver’s head by subtracting the aver-449

age head position per participant and multiplying by the inverse450

of the average rotation matrix to normalize the orientation. We451

also subtract the average head position value from each of the452

target marker’s location to apply a similar transformation to453

the target gaze. Finally, the ground truth gaze vector at a given454

instant is obtained by subtracting the target gaze location from455

the head position at the given instant, calculating the horizontal456

and vertical gaze angles from this vector.457

IV. METHODOLOGY458

This paper aims to create a probabilistic salient visual map459

describing the visual attention of the driver. We project this map460

onto the windshield creating spatial distributions for the gaze461

direction. Then, we map this visual map on the road camera,462

defining areas on the road where we estimate the driver is463

directing her/his gaze. We can estimate confidence regions for464

the driver’s visual attention by creating a probabilistic map,465

which is an appealing method with more practical applications466

than methods estimating a single point for the gaze direction.467

This section proposes our main method as well as three alterna-468

tive baselines to obtain a probabilistic distribution of the gaze469

angle from the position and orientation of the driver’s head.470

These methods estimate the probabilistic salient visual map for471

the horizontal and vertical angles by modeling the mean and472

variance of the gaze angles as a function of the position and473

orientation of the head.474

A. Gaussian Process Regression475

Our proposed model is based on the original design imple-476

mented in our preliminary work [19]. It relies on Gaussian477

process regression (GPR) [42], which models the outputs as478

a Gaussian process with the co-variance defined by a kernel479

function. The model assumes that any subset of the output is a480

joint Gaussian distribution. Using the ground truth of the training481

data in the vicinity of each point, the model learns the uncertainty 482

in the estimation of any test data. This method provides a 483

promising and effective approach to learn the many-to-many 484

relationship between the head pose and the gaze. It learns a gaze 485

distribution as a function of different head poses presented in 486

the training data that are in the neighborhood of the target head 487

pose. 488

Let x ∈ Rd be the input of the system, where d is its di- 489

mension (in our case d = 6). Let Y be a Gaussian random 490

process representing the output. If y is a vector representing 491

n realizations, as a Gaussian random process, y follows a joint 492

Gaussian distribution with prior distribution fy, 493

fy = N (μ,Σ) (1)

where, y = {y1, y2, y3, . . . , yn} ⊂ Y (yi is a realization of Y ). 494

The parameters μ and Σ are functions of x. As shown in (2), the 495

mean provides the deterministic component of the model, where 496

ω ∈ Rd and ω0 ∈ R are learned while training the models. 497

μ = xTω + ω0 (2)

The probabilistic component is given by Σ, which is the 498

covariance matrix. The covariance of any point x calculated 499

jointly with the input points in the training set x′ is given by 500

the kernel k(x,x′). The covariance is modeled using a squared 501

exponential kernel ( (3)). The correlation is learned with respect 502

to the input data from the training set in the neighborhood of 503

the data of interest. This kernel imposes that the outputs will be 504

more correlated to the points in the training data that are closer 505

to the test input data as the covariance matrix will have higher 506

values for points that are closer. 507

k(x,x′) = σ2
f exp

(−‖x− x′‖2
2 l2

)
(3)

In (3), the parameter σf represents the amplitude of the 508

covariance. This parameter defines the autocovariance of the 509

data points (i.e., k(x,x) = σ2
f ). The parameter l represents the 510

length scale value, which defines how much the distance between 511

the training and estimated data affects the cross-covariance 512

between two data points. If l is high, k(x,x′) slowly reduces, 513

as the distance between the points increases (‖x− x′‖2). These 514

parameters decide the size of the confidence interval of our esti- 515

mation as the covariance matrix is a function of these parameters. 516

We also explore the use of automatic relevance determination 517

(ARD). Using ARD, the kernel learns different length scale 518

parameters for each input variable. The kernel function with 519

ARD is given in (4). 520

k(x,x′) = σ2
f exp

(
−1

2

d∑
i=0

‖xi − x′
i‖2

l2i

)
(4)

Using different values for l may be useful, since the input to 521

our models include position and orientation of the head, which 522

may have different scales. We learn the values for σf and l (or 523

li) while training the models by maximizing the log-likelihood 524

of the ground truth data in the train set. 525

To obtain the posterior distribution from the prior model, the 526

model is conditioned on the given training data. Let, Xtr ∈ 527
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RL×d be the training dataset and ytr ∈ RL be the output Gaus-528

sian random variables, where L is the number of frames in the529

train set. Let y∗ be the random variable we are trying to estimate530

for the input vector x∗. From (1), the joint distribution is given531

by,532 [
fytr

fy∗

]
= N

([
XT

trω + ω0

xT
∗ ω + ω0

]
,

[
Σ(Xtr,Xtr) Σ(Xtr,x∗)

Σ(x∗,Xtr) Σ(x∗,x∗)

])

(5)

Using (5), the posterior distribution can be calculated with the533

conditional probability when ytr = yobs:534

fy∗|ytr=yobs
= N (μ̂∗, Σ̂∗) (6)

μ̂∗ = xT
∗ ω + ω0 +Σ(x∗,Xtr)[Σ(Xtr,Xtr)]

−1

× (yobs −XT
trω − ω0) (7)

Σ̂∗ = Σ(x∗,x∗) − Σ(x∗,Xtr)[Σ(Xtr,Xtr)]
−1Σ(Xtr,x∗)

(8)

where yobs is the ground truth value (i.e., observed y). We use535

four different settings for the deterministic function. The first536

setting is a GPR model without the deterministic component537

(i.e. ω = 0, ω0 = 0). The mean of the posterior distribution is538

purely estimated from the kernel function ( (9)).539

μ̂∗ = Σ(x∗,Xtr)[Σ(Xtr,Xtr)]
−1yobs (9)

The second setting is with a constant deterministic compo-540

nent. The model learns ω0 as a single constant mean for the541

distribution (i.e., ω = 0). The third setting estimates both ω542

and ω0 during training. We refer to this setting as linear model.543

The fourth setting estimates the deterministic component of the544

model with a neural network (NN). We implement this approach545

by training NN (x), using back propagation. The network is546

implemented with two hidden layers, following the architecture547

used for our second baseline (Fig. 5(a)). Then, we estimate the548

residual error, r(x) = yobs − NN (x), which is modeled with549

the GPR formulation, without the deterministic component (ω=550

0,ω0=0). The conditional mean for this implementation is given551

by (10).552

μ̂∗ = NN (x∗) + Σ(x∗,Xtr)[Σ(Xtr,Xtr)]
−1(yobs − NN (Xtr))

(10)

Using this framework, we learn two separate models for the553

horizontal angle (θ) and the vertical angle (φ). An important554

feature of our formulation is modeling the output as a het-555

eroscedastic process, where the variance of the output salient556

map varies depending on the input variables. Therefore, the size557

of the probabilistic salient visual map increases for regions with558

higher uncertainty, and decreases when the model is confident559

in its estimation.560

B. Baseline Methods561

We compare the model with three methods. Two of these base-562

lines are based on normal regression functions designed with the563

mean square error loss. We adapted these regression models to564

create a probability map as the output by assuming a Gaussian565

Fig. 5. Architecture of baseline methods to estimate the probabilistic salient
visual map describing visual attention. The same architecture is used for both
horizontal and vertical angles.

distribution. For the third baseline, we explore a variation of 566

mixture density network (MDN) that uses the log-likelihood as 567

the loss function to model the conditional probability density of 568

the gaze given the input head pose. This section provides the 569

details of these baseline models. 570

1) Linear Regression: The first baseline is the most basic 571

regression model. The gaze is obtained as a linear function of the 572

head pose parameters (orientation and position). The dependent 573

variables are the six degrees of freedom of the head correspond- 574

ing to its position (x,y,z) and orientation angles (α, β, γ). Two 575

separate models are created for the gaze angle in the horizontal 576

and vertical directions. Equations 11 and 12 show the models, 577

where, θgaze and φgaze are the horizontal and vertical gaze 578

angles, respectively. 579

θgaze = a0 + a1x+ a2y + a3z + a4α+ a5β + a6γ (11)

φgaze = b0 + b1x+ b2y + b3z + b4α+ b5β + b6γ (12)

This model is similar to the one trained in Jha and Busso [18], 580

but instead of obtaining the gaze location, we obtain the angles 581

representing the gaze vectors. To create a probability distribution 582

as our estimation, we consider a Gaussian distribution with the 583

mean value provided by the regression models. The variance is 584

obtained from the mean square error estimated on the train data. 585

Notice that this model is homoscedastic, where the variance is 586

constant across the data. 587

2) Regression With Neural Network: For the second baseline, 588

we design a neural network to perform the regression task. 589

Fig. 5(a) shows the model. The neural network contains two 590

fully connected layers, each of them implemented with twelve 591

nodes. The activation used for the hidden layers is the rectified 592
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linear unit (ReLU) activation using a linear function at the output593

layer. The neural network is optimized to minimize the mean594

square error between the true gaze angle and the estimated gaze595

angle from the model. Similar to our previous baseline model,596

the probabilistic distribution is obtained by assuming a Gaussian597

distribution for the output, where the mean is the estimated gaze,598

and the variance is estimated with the mean square error in the599

train data. This approach is also homoscedastic.600

3) Neural Network for Density Estimation: The third base-601

line is inspired by the MDN proposed by Bishop [43]. MDN602

can directly learn the standard deviation of the output as a603

non-linear function of the input data. MDNs are used to model604

the output as a Gaussian mixture model (GMM) by optimizing605

the log-likelihood function in (14).606

p(y) =

M∑
k=1

πkN (y|μk, σk) (13)

Lllk(y, πk, μk, σk) = −log(p(y)) (14)

The network has 3×M nodes in the output layer, where607

M is the number of components. The output represents the608

component weights πk, mean μk and standard deviation σk609

with k ∈ 1, . . . ,M . Since we assume that our output is a single610

Gaussian distribution, we design a model with one component,611

reducing the number of parameters to two. Therefore, the output612

layer has two nodes that provide the mean μ and the standard de-613

viationσ. Our objective is to estimate a Gaussian distribution that614

maximizes the probability of the ground truth data. To achieve615

this, we use as our loss function the negative log-likelihood of616

the ground truth gaze with respect to the estimated mean and the617

standard deviation.618

Lllk(y, μ, σ) = − log

(
1√
2πσ

exp

(
(y − μ)2

2σ2

))
(15)

The variable σ is obtained as the exponential of the cor-619

responding output node to avoid the standard deviation from620

being negative. With this formulation, we estimate not only the621

mean, but also the variance in each estimation, providing an622

appropriate scaling to the uncertainty of each output estimation.623

This baseline is a heteroscedastic method, where the variance624

changes according to the input data.625

Fig. 5(b) shows the network architecture, which has two626

hidden layers implemented with 12 nodes. The network uses the627

Adam optimizer [44] with a learning rate of r = 0.001, using628

mini batches of size 32. The neural network is implemented in629

Keras [45] with Tensorflow [46] as backend. The networks is630

trained for 1,000 epochs, and the model with minimum loss in631

the development set is chosen as the final model to be evaluated632

in the test set.633

V. EXPERIMENTAL EVALUATION634

This section evaluates the proposed solution and baselines to635

estimate the probabilistic salient visual map. The models are636

separately trained and evaluated for data collected in phase 1637

(parked vehicle) and phase 2 (driving condition). The database638

is partitioned into train, test and development sets using a leave- 639

one-driver-out cross-validation approach. Data from one subject 640

are used for the development set, data from one subject are used 641

for the test set, and data from the remaining fourteen subjects are 642

used for the train set. The development set is used to optimize the 643

hyperparameters and decide on the best model. The best model 644

is evaluated on the test set. This approach is repeated sixteen 645

times, where we report the results across the 16 folds. Note that 646

all the data are, at some point, part of the test set. 647

We need to analyze the estimated probabilistic salient visual 648

map in terms of accuracy and spatial resolution to evaluate 649

and compare the effectiveness of the baseline and proposed 650

models. Accuracy is measured as the percentage of the target 651

gaze directions included in a given confidence interval. If the 652

majority of the data do not lie within the confidence interval, 653

the model is not accurate. The spatial resolution determines 654

how large the confidence interval is. Likewise, if the spatial 655

resolution is too high, the estimation is not very useful even 656

if most data lies within the interval. To evaluate the spatial 657

resolution of the system, we evaluate the size of the confidence 658

interval created by each model. The outputs of the model are 659

horizontal (θ) and vertical (φ) angles. Therefore, we express the 660

area of the confidence region in terms of the fraction of a sphere 661

surrounding the driver’s head. An ideal approach will create a 662

confidence interval that is both accurate and with reduced spatial 663

resolution. To analyze the tradeoff between accuracy and spatial 664

resolution, we present plots with the accuracy of our model at 665

different spatial resolution (Figs. 6, 7, 11). 666

The first evaluation considers different implementations of 667

the GPR model with different parameters to establish the best 668

method for our purpose (Section V-A). Then, we compare the 669

best performing GPR models with the three alternative baselines 670

(Section V-B). Then, we demonstrate the features of the model 671

by projecting the confidence regions onto the windshield (Sec- 672

tion V-C), and road camera (Section V-D). Then, we study the 673

performance when we have the orientation of the driver’s head, 674

but limited information about the head’s position, which is a pos- 675

sible scenarios if regular cameras are used to estimate the head 676

information (Section V-E). We also evaluate the time required for 677

training and inference as a function of the train set size (Section 678

V-F), and the performance as a function of the train set size 679

(Section V-G). 680

A. GPR Model Selection 681

Fig. 6 shows the accuracy of our model within different 682

confidence interval for the different GPR models. Fig. 6(a) 683

reports the results for phase 1 (parked condition) and Fig. 6(b) 684

reports the results for phase 2 (driving condition). We zoom 685

these figures between the 75% and 95% confidence intervals 686

for better visualization. We observe that different models work 687

better for parked and driving conditions. We have shown that 688

the relationship between head movements and gaze changes 689

when a person is driving [18]. There is more uncertainty in 690

the relationship between head pose and gaze, where drivers 691

tend to use more eye movements to glance at a target object. 692

The increase in uncertainty explains the differences in patterns 693
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Fig. 6. Comparison of the accuracy versus temporal resolution of different
implementations of the GPR model. We zoom the plots for better visualization.
The results are separately reported for parked and driving conditions. The figure
is better viewed in colors. Accuracy is calculated within a confidence interval
(CI) given by the area.

across phases 1 and 2. During the driving condition (phase 2),694

implementing the deterministic component with a linear model695

leads to the best performance. For this case, the use of ARD in696

the kernel function leads to improvements for all four models.697

Since the relationship between head pose and gaze is more am-698

biguous when driving, as noted in Jha and Busso [18], a stronger699

probabilistic component helps to better describe the relationship700

( (3)). Since ARD encodes a separate length scale parameter for701

each variable (variable l in (3)), this model provides a more702

sophisticated description of the variance of the gaze random703

variable. Therefore, it is expected that the best model for the704

driving condition uses the ARD framework. The deterministic705

part of the model is dictated by the mean (variable μ in (2)).706

The results show that adding a more sophisticated mean model707

does not provide a gain in performance while increasing the708

complexity in learning. Therefore, a linear mean function with709

ARD function provides the best performance in the driving710

condition. During the parked condition (phase 1), in contrast,711

the best GPR model is when the deterministic part is imple-712

mented with a neural network, and the kernel is implemented713

without ARD. This result shows that adding a more powerful714

deterministic function is enough to achieve good performance.715

We consistently observe lower performance when using ARD,716

regardless of the implementation of the deterministic function.717

The gaze has a strong predictability since the variance is reduced718

Fig. 7. Comparison of the accuracy versus temporal resolution of GPR and
baseline models. We zoom the plots for better visualization. The results are
separately reported for parked and driving conditions. The figure is better viewed
in colors. Accuracy is calculated within a confidence interval (CI) given by the
area.

compared to the driving condition case. Hence, the deterministic 719

part of the model is more important. A neural network provides 720

a better estimate of the mean. Given the more straightforward 721

relation between head pose and gaze, the kernel function without 722

ARD provides a better estimate of the variance. 723

For the rest of the evaluation, we will consider the two GPR 724

models that led to the best performance for phase 1 (GPR with 725

neural network model without ARD) and phase 2 (GPR with 726

linear model with ARD). The case when the ego vehicle is 727

static can be used for modeling gaze when the car is stopped 728

at intersections, or traffic signals. In these cases, the driver will 729

take more time to asses the environment compared to cases when 730

driving the car. 731

B. Comparison With Baselines 732

This section compares our proposed models with the three 733

baselines described in Section IV-B: linear regression (LR), 734

neural network regression (NN) and mixture density network 735

(MDN). 736

1) Accuracy Versus Spatial Resolution: Fig. 7 shows the 737

accuracy of our models at different spatial resolutions, compar- 738

ing with results with the curves of different baseline models. 739

We observe that both GPR models perform better than all 740

the baseline models. They are consistently above other curves 741

showing not only higher accuracies, but also smaller regions. The 742

linear regression baseline is the model with higher performance 743

from the baselines. The values are constantly below our two 744

implementations of the GPR models. 745
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TABLE I
AVERAGE AREA OF THE CONFIDENCE INTERVALS FOR 50%, 75% AND 95%

ACCURACY. THIS AREA IS MEASURED AS THE FRACTION OF A SPHERE

SURROUNDING THE DRIVER’S HEAD

TABLE II
AVERAGE ACCURACY OF THE CONFIDENCE INTERVALS FOR PROBABILISTIC

SALIENT VISUAL MAPS OF DIFFERENT SIZES (1%, 2% AND 4% OF THE SPHERE

SURROUNDING THE DRIVER’S HEAD)

To quantify the spatial resolution of the models, Table I746

lists the area of the confidence interval at 50%, 75% and 95%747

accuracies for the baseline and GPR models. We observe that the748

areas of the confidence interval for the GPR models are smaller749

than the areas for the baseline models. In phase 1, GPR NN has750

the smallest area for the 95% confidence interval (3.76%). In751

phase 2, GPR Linear has the smallest area for the 95% confidence752

interval (3.77%). The ability to provide high accuracy within a753

small region makes the GPR models more efficient.754

To quantify the accuracy of the models, Table II lists the755

accuracy observed when the fractions of a sphere surrounding756

the driver’s head is 1%, 2% and 4%. This analysis quantifies the757

performance of the proposed and baseline models when their758

confidence intervals have consistent area. We observe that we759

can get 86.2% accuracy in phase 2 within an area of 2% with760

the GPR Linear model. Similarly on phase 1, we can obtain an761

accuracy of 83.7% with the GPR NN model.762

2) Theoretical Versus Empirical Cumulative Density Func-763

tion: Since our proposed and baseline models assume that the764

estimated gaze follow a Gaussian distribution, it is important to765

analyze how well this Gaussian assumption holds with respect766

to the empirical distribution of the ground truth data around the767

estimations. For this analysis, we plot the fraction of the data768

observed within the confidence region (y-axis) as a function of769

the theoretical cumulative density function (CDF) of the region770

(x-axis). Fig. 8 shows the results for the parked and driving con-771

ditions. Ideally, we should observe the curves as close as possible772

as the reference diagonal curve (black curve). We measure the773

absolute area between each curve and the reference diagonal774

curve using (16). The legend in Fig. 8 reports the results.775

area =
1

N

∑
|cdf theoretical − cdf empirical | (16)

Fig. 8. Theoretical versus empirical cumulative distribution function for the
GPR and baseline models. This figure evaluates whether the resulting proba-
bilistic salient visual maps cover the target gaze direction as estimated by the
Gaussian assumption in the models. The numbers in the legend quantify the fit
using (16).

In the parked condition, the LR model is the closest to the 776

reference diagonal curve. Since the distribution of the data is 777

structured, a simple linear regression model with constant mean 778

square error is enough to properly match the theoretical distribu- 779

tion for the confident intervals, although with lower accuracies 780

and spatial resolutions than our proposed models (Tables I and 781

II). In the driving condition, the two GPR models are very close 782

to the theoretical curve. The absolute areas from the reference 783

diagonal curve are smaller than the corresponding absolute area 784

for the baseline models. Therefore, the GPR models not only 785

provide better tradeoff for accuracy and spatial resolution, but 786

also offer confidence intervals that are closer to the theoretical 787

confidence intervals for the most important condition (phase 2). 788

C. Mapping the Confidence Regions Onto the Windshield 789

This section projects the estimated confidence regions onto 790

the windshield. We have the marker position, which is used as the 791

ground truth for the gaze. We only use the targets markers from 792

#1 to #13 for this purpose (Fig. 1(c)). We model the windshield as 793

a plane by fitting the best plane containing these thirteen points. 794

Small errors are introduced because the windshield is slightly 795

curved so the points do not exactly lie on a plane. Therefore, 796
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Fig. 9. Two examples of projections of the probabilistic salient visual maps
into the windshield. The target marker is highlighted with a black diamond. The
darkened curves represent 50% confidence intervals.

when we project the original points back to the camera, they797

do not exactly match the target marker location (Fig. 9). From798

the gaze angles (α and β), the gaze direction is obtained by799

estimating the line from the position of the head ([xhp, yhp, zhp])800

towards the direction provided by the gaze vector. Equation 17801

provides the projection used in the study. We estimate the region802

where a line meets the windshield plane. The probability density803

function at each point is calculated based on the probabilistic804

salient visual map created by the models.805

[x, y, z] = [xhp, yhp, zhp]

+ [sin(α), cos(α) sin(β), cos(α) cos(β)] (17)

Fig. 9 shows two examples for the confidence regions created806

with the GPR model. While these are just two examples, they are807

representative of the probabilistic salient visual map created by808

the models. These figures also demonstrate how the estimated809

angles can be mapped onto the real world coordinates. The figure810

shows that the confidence regions in front of the drivers are811

smaller than the confidence regions on the side of the windshield,812

signaling more uncertainty. The size of the regions is learned813

from the data.814

D. Mapping Confidence Regions Onto the Road815

We also projected the estimated confidence regions onto the816

road view. As explained in Section III-A, we asked three of817

the subjects to look at multiple targets on the road. For these818

cases, we approximate the gaze distribution in the road by pro-819

jecting the confident regions at different distances from the car,820

ranging from 10 to 200 meters in increments of 10 meters (i.e.,821

20 different projections). Then, we calculated the unweighted822

average of the probabilities for each pixel creating a 2D visual823

map projected on the road camera.824

Fig. 10 gives three examples, showing the driver’s face, the825

road view, and the estimated salient visual map created with826

the GPR models. The target object is highlighted with a black827

ellipse. We observe that the GPR models perform reasonably828

well providing an estimation around the target regions attracting829

Fig. 10. Three examples of projections of the probabilistic salient visual maps
onto the road. These regions are estimated at different distance, combining the
results into a single probabilistic map. The target marker is highlighted with a
black ellipse.

the attention of the driver. Notice that in this study we only 830

consider the position and orientation of the head. 831

We observe that the estimated probabilistic salient visual maps 832

do not always include the true gaze target. These cases are useful 833

to identify some limitations of our model to project the region on 834

the road. First, we add some distortion during the projections, as 835

discussed before. Second, some subjects may depend on subtle 836

eye movements that our models do not capture. Notice that the 837

eye information is not used by our models, which is used in most 838

of the gaze detection system designed for HCI in controlled 839

environment. Third, the inter-driver variability can impact the 840

results, as differences in height and driving behaviors can affect 841

the relationship between head movements and gaze. In spite of 842

these limitations, the results in this paper demonstrate that our 843

models effectively capture the visual attention of the drivers by 844

just modeling their head pose. We include a video with the results 845

as a supplemental document. 846

E. Gaze Angle Estimation With Limited Head Pose 847

Information 848

RGB cameras are the most common sensors that are used to 849

capture the driver data in the car. Since regular cameras lack 850

depth information, it is not possible for algorithms to reliably 851

estimate the head position in all three degrees of freedom. Our 852

GPR models require this information to estimate the probabilis- 853

tic salient visual maps. Therefore, we retrain our GPR models by 854

using only head orientation, or by augmenting head orientation 855

with partial head position. We consider two conditions. The 856
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Fig. 11. Comparison of the accuracy versus temporal resolution of GPR
models implemented with limited head pose information. We zoom the plots
for better visualization. The results are separately reported for GPR linear and
GPR NN. The figure is better viewed in colors. Accuracy is calculated within a
confidence interval (CI) given by the area.

first condition only considers the head orientation (i.e., 3D857

vector). The second conditions is head orientation plus the x858

and y position of the head, estimated with the AprilTag-based859

headband. These models are compared with the GPR models860

trained with the 6D vector, including full orientation and position861

of the head.862

Fig. 11 presents the results for the GPR models on the test863

set in phase 2 (driving condition). The GPR linear model with864

orientation and partial position information achieves results865

that are very close to the results achieved by the full model866

(Fig. 11(a)). The GPR NN model implemented with partial head867

position even outperforms the results of the model with full868

information (Fig. 11(b)). We conclude that the distance between869

the driver and the camera is not critical to build an effective870

model. We hypothesize that this results is due to the reduced871

head movements along the z-direction observed while a driver is872

operating a vehicle. The performances of both models drop when873

they are exclusively trained with head orientation, indicating that874

some information about the head position is needed.875

F. Training and Inference Time Versus Train Set Size876

This section discusses the complexity of the algorithm and877

its dependency on the train set size. This analysis uses the GPR878

linear model with ARD kernel using phase 2 of the corpus. We879

use a single computer with a 64-bit Intel Xeon CPU and 32 GB880

RAM. We study the training and inference time of our approach881

when only a portion of the training data is used.882

Fig. 12(a) shows the training time when we gradually increase883

the training data from 10% to 100% of the training data. We884

randomly select the data that we add to the training set. As885

expected, there is a consistent increase in the training time when886

adding more training data. However, Fig. 12(a) shows that our887

Fig. 12. Analysis of the training time, inference time and performance of the
model as a function of the training set size. The analysis is implemented with
the GPR linear model with ARD kernel using phase 2 of the corpus.

model can be trained in less than one minute, as opposed to deep- 888

learning models that are computationally intensive. Similarly, 889

Fig. 12(b) shows the inference time to evaluate one sample as 890

we increase the size of the training set. We observe a similar trend 891

seen in Fig. 12(a), where the inference time increases as we add 892

more data for training. Since we model a joint Gaussian process 893

with the training data ( (5)), the complexity during inference 894

increases with the training data size. However, a closed form 895

solution is available, so the inference model is practical. We 896

observe that even when using all the training data, the inference 897

of a sample takes about 6 milliseconds. Our approach is 5.56 898

faster than real-time for a video stream at 30 fps. 899

G. Performance Versus Training Set Size 900

Finally, we study how the performance of the model changes 901

when using part of the training data. For this purpose, we cal- 902

culate the accuracy within 4% of the sphere around the driver’s 903

head (Fig. 12(c)) We observe that, as we increase the training 904

data, the performance of the model gets better, as expected. 905

We observe dramatic changes in the performance gain while 906

adding data to a small fraction of the training set. However, 907

the performance gain is minimum with additional data, when 908

the data is sufficiently large. This result leads us to conclude 909

that while adding a large amount of data with added diversity 910

may increase the performance, the amount of data that we have 911

used in the current experiment is reasonable to demonstrate the 912

benefits of the proposed framework. 913
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VI. CONCLUSION914

This paper proposed a novel probabilistic model based on915

GPR to define a salient visual map to estimate the driver’s916

gaze location. The proposed method estimates confidence re-917

gions containing the gaze direction of the driver using only918

the position and orientation of her/his head. The size of the919

confidence region is determined by the uncertainty of the model920

in the estimated region (heteroscedastic model). To demonstrate921

the potential use of the proposed method, we projected this922

salient visual map onto the windshield and the road images.923

The results demonstrated reasonable performance, achieving924

accuracies higher that the baseline models. An appealing feature925

of having a distribution describing the driver’s visual attention926

is the opportunity to operate with different tradeoffs between927

accuracy and spatial resolution. For example, the GPR Linear928

model implemented with ARD can reach a 86.2% accuracy in929

phase 2 (e.g., driving condition) within an area of 2% of the930

sphere around the driver’s head.931

There are open challenges to accurately estimate the six de-932

grees of freedom for the driver’s head in real driving conditions.933

We use AprilTags for this purpose in our analysis. Using a single934

RGB camera, it can be difficult to track the head pose in a vehicle935

when the rotation is higher than a given threshold (e.g., when936

the face is not completely visible [13]). We also need to estimate937

the distance of the driver’s head from the camera, which will938

affect the gaze angle. To address this challenge, we are working939

on using depth sensors to reliably estimate the orientation and940

position of the head [37], [38]. One of the limitations of the941

head band used in this study is that it covers parts of the face.942

We are working on an alternative design that addresses this943

limitation [47]. This type of data collection protocol serve as944

a valuable resource to train and evaluate head pose algorithms945

in real driving scenarios, advancing algorithm development in946

this area.947

This study opens various potential areas for research where948

the predicted driver visual attention can be used as a starting949

point to improve the safety on the road. The proposed technology950

can play an important role in vehicle applications for security,951

infotainment, and navigation. The study relies on a commercial952

dash camera that can be easily installed on regular vehicles. This953

setting is ideal for in-vehicle solutions in all cars, regardless of954

their proprietary built-in sensors. Once the salient visual map955

is created and projected onto the road scene, we can leverage956

computer vision algorithms to detect target objects within the957

highlighted area. For example, patterns of changes in visual958

attention can be correlated to the external environment and/or959

driving anomalies detected on the car [48], [49]. We can look960

more closely at the region and estimate what possible objects the961

driver is directing her/his gaze (other vehicles, pedestrians, or962

billboards). We can also determine important objects that a driver963

fails to attend, creating an appropriate warning. Furthermore,964

unnecessary warnings to drivers can be avoided if we infer that965

the driver is aware of specific objects/people on the road (e.g.,966

a pedestrian crossing the street). The probabilistic saliency map967

can be used by an ADAS to identify cases where the driver is968

performing a maneuver without paying attention to other vehi-969

cles. This approach can also be used for multimodal navigation970

systems [2], where the predicted probabilistic saliency map is 971

used to understand navigation commands (e.g., queries such as 972

“what is that store?” while looking at a given building). The 973

predicted probabilistic maps can be ideal for these scenarios. 974

Likewise, we expect that a model adapted to a given driver 975

can lead to better performance, as the variance in the relation 976

between head pose and gaze will be reduced. As a future work, 977

we will explore adaptation schemes using unsupervised methods 978

that take unlabeled data from the target driver to adapt the 979

model, leading to better personalized systems. Another possible 980

improvement is to rely on temporal modeling by constraining 981

the network on previous frames. We have seen improvements in 982

head pose estimation by adding temporal modeling [38], so we 983

expect similar improvements for gaze prediction. To achieve 984

this goal, we need continuous gaze movements with ground 985

truth information, which was not collected in our data. We 986

are collecting new recordings with an improved protocol that 987

includes continuous gaze [50]. 988

REFERENCES 989

[1] S. Klauer, T. Dingus, V. Neale, J. Sudweeks, and D. Ramsey, “The impact 990
of driver inattention on near-crash/crash risk: An analysis using the 100- 991
car naturalistic driving study data,” Nat. Highway Traffic Saf. Admin., 992
Blacksburg, VA, USA, Tech. Rep. DOT HS 810 594, Apr. 2006. 993

[2] T. Misu, “Visual saliency and crowdsourcing-based priors for an in-car 994
situated dialog system,” in Proc. Int. Conf. Multimodal Interact., Seattle, 995
WA, USA, 2015, pp. 75–82. 996

[3] N. Li and C. Busso, “Predicting perceived visual and cognitive distractions 997
of drivers with multimodal features,” IEEE Trans. Intell. Transp. Syst., 998
vol. 16, no. 1, pp. 51–65, Feb. 2015. 999

[4] H. Koma, T. Harada, A. Yoshizawa, and H. Iwasaki, “Detecting cognitive 1000
distraction using random forest by considering eye movement type,” Int. J. 1001
Cogn. Informat. Natural Intell., vol. 11, no. 1, pp. 16–28, Jan.–Mar. 2017. 1002

[5] N. Li and C. Busso, “Detecting drivers’ mirror-checking actions and its 1003
application to maneuver and secondary task recognition,” IEEE Trans. 1004
Intell. Transp. Syst., vol. 17, no. 4, pp. 980–992, Apr. 2016. 1005

[6] A. Doshi and M. Trivedi, “Investigating the relationships between gaze 1006
patterns, dynamic vehicle surround analysis, and driver intentions,” in 1007
Proc. IEEE Intell. Veh. Symp., Xi’an, China, 2009, pp. 887–892. 1008

[7] Z. Wang, R. Zheng, T. Kaizuka, and K. Nakano, “Relationship between 1009
gaze behavior and steering performance for driver-automation shared 1010
control: A driving simulator study,” IEEE Trans. Intell. Veh., vol. 4, no. 1, 1011
pp. 154–166, Mar. 2019. 1012

[8] N. Li, J. Jain, and C. Busso, “Modeling of driver behavior in real world 1013
scenarios using multiple noninvasive sensors,” IEEE Trans. Multimedia, 1014
vol. 15, no. 5, pp. 1213–1225, Aug. 2013. 1015

[9] C. Ahlstrom, K. Kircher, and A. Kircher, “A gaze-based driver distraction 1016
warning system and its effect on visual behavior,” IEEE Trans. Intell. 1017
Transp. Syst., vol. 14, no. 2, pp. 965–973, Jun. 2013. 1018

[10] N. Li and C. Busso, “Calibration free, user independent gaze estimation 1019
with tensor analysis,” Image Vis. Comput., vol. 74, pp. 10–20, Jun. 2018. 1020

[11] S. Baluja and D. Pomerleau, “Non-intrusive gaze tracking using artificial 1021
neural networks,” Carnegie Mellon Univ., Pittsburgh, PA, USA, Tech. Rep. 1022
CMU-CS-94-102, Jan. 1994. 1023

[12] S. Jha and C. Busso, “Estimation of gaze region using two dimensional 1024
probabilistic maps constructed using convolutional neural networks,” in 1025
Proc. IEEE Int. Conf. Acoust., Speech Signal Process., Brighton, U.K., 1026
2019, pp. 3792–3796. 1027

[13] S. Jha and C. Busso, “Challenges in head pose estimation of drivers in 1028
naturalistic recordings using existing tools,” in Proc. IEEE Int. Conf. Intell. 1029
Transp., Yokohama, Japan, 2017, pp. 1–6. 1030

[14] A. Tawari and M. Trivedi, “Robust and continuous estimation of driver 1031
gaze zone by dynamic analysis of multiple face videos,” in Proc. IEEE 1032
Intell. Veh. Symp., Dearborn, MI, USA, 2014, pp. 344–349. 1033

[15] S. J. Lee, J. Jo, H. G. Jung, K. R. Park, and J. Kim, “Real-time gaze 1034
estimator based on driver’s head orientation for forward collision warning 1035
system,” IEEE Trans. Intell. Transp. Syst., vol. 12, no. 1, pp. 254–267, 1036
Mar. 2011. 1037



14 IEEE TRANSACTIONS ON INTELLIGENT VEHICLES, VOL. 00, NO. 00, 2022

[16] M. C. Chuang, R. Bala, E. A. Bernal, P. Paul, and A. Burry, “Estimating1038
gaze direction of vehicle drivers using a smartphone camera,” in Proc.1039
IEEE Conf. Comput. Vis. Pattern Recognit. Workshops, Columbus, OH,1040
USA, Jun. 2014, pp. 165–170.1041

[17] M. Rezaei and R. Klette, “Look at the driver, look at the road: No distrac-1042
tion! no accident!,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,1043
Columbus, OH, USA, 2014, pp. 129–136.1044

[18] S. Jha and C. Busso, “Analyzing the relationship between head pose and1045
gaze to model driver visual attention,” in Proc. IEEE Int. Conf. Intell.1046
Transp. Syst., Rio de Janeiro, Brazil, 2016, pp. 2157–2162.1047

[19] S. Jha and C. Busso, “Probabilistic estimation of the driver’s gaze from1048
head orientation and position,” in Proc. IEEE Int. Conf. Intell. Transp.,1049
Yokohama, Japan, 2017, pp. 1–6.1050

[20] S. Jha and C. Busso, “Probabilistic estimation of the gaze region of the1051
driver using dense classification,” in Proc. IEEE Int. Conf. Intell. Transp.,1052
Maui, HI, USA, 2018, pp. 697–702.1053

[21] Y. Liang and J. Lee, “Combining cognitive and visual distraction: Less than1054
the sum of its parts,” Accident Anal. Prevention, vol. 42, no. 3, pp. 881–890,1055
May 2010.1056

[22] G. H. Robinson, D. J. Erickson, G. L. Thurston, and R. L. Clark, “Visual1057
search by automobile drivers,” Hum. Factors, J. Hum. Factors Ergonom.1058
Soc., vol. 14, no. 4, pp. 315–323, Aug. 1972.1059

[23] G. Underwood, P. Chapman, N. Brocklehurst, J. Underwood, and D.1060
Crundall, “Visual attention while driving: Sequences of eye fixations1061
made by experienced and novice drivers,” Ergonomics, vol. 46, no. 6,1062
pp. 629–646, May 2003.1063

[24] M. Sodhi, B. Reimer, and I. Llamazares, “Glance analysis of driver1064
eye movements to evaluate distraction,” Behav. Res. Methods, Instrum.,1065
Comput., vol. 34, no. 4, pp. 529–538, Nov. 2002.1066

[25] M. Kutila, M. Jokela, G. Markkula, and M. Rue, “Driver distraction1067
detection with a camera vision system,” in Proc. IEEE Int. Conf. Image1068
Process., San Antonio, Texas, USA, vol. 6, pp. VI-201–VI-204, 2007.1069

[26] Y. Liang, M. L. Reyes, and J. D. Lee, “Real-time detection of driver1070
cognitive distraction using support vector machines,” IEEE Trans. Intell.1071
Transp. Syst., vol. 8, no. 2, pp. 340–350, Jun. 2007.1072

[27] E. Murphy-Chutorian and M. Trivedi, “HyHOPE: Hybrid head orientation1073
and position estimation for vision-based driver head tracking,” in Proc.1074
IEEE Intell. Veh. Symp., Eindhoven, The Netherlands, 2008, pp. 512–517.1075

[28] S. Alletto, A. Palazzi, F. Solera, S. Calderara, and R. Cucchiara,1076
“DR(eye)VE: A dataset for attention-based tasks with applications to au-1077
tonomous and assisted driving,” in Proc. IEEE Conf. Comput. Vis. Pattern1078
Recognit. Workshops, Las Vegas, NV, USA, Jun./Jul. 2016, pp. 54–60.1079

[29] M. Bojarski et al., “End to end learning for self-driving cars,” in Proc. Adv.1080
Neural Inf. Process. Syst. (NIPS 2016) Deep Learn. Symp., Dec. 2016,1081
pp. 1–9.1082

[30] K. Zeeb, A. Buchner, and M. Schrauf, “Is take-over time all that matters?1083
The impact of visual-cognitive load on driver take-over quality after1084
conditionally automated driving,” Accident Anal. Prevention, vol. 92,1085
pp. 230–239, Jul. 2016.1086

[31] S. Vora, A. Rangesh, and M. M. Trivedi, “On generalizing driver gaze zone1087
estimation using convolutional neural networks,” in Proc. IEEE Intell. Veh.1088
Symp., Los Angeles, CA, USA, 2017, pp. 849–854.1089

[32] P. Angkititrakul, M. Petracca, A. Sathyanarayana, and J. Hansen, “UT-1090
Drive: Driver behavior and speech interactive systems for in-vehicle1091
environments,” in Proc. IEEE Intell. Veh. Symp., Istanbul, Turkey, 2007,1092
pp. 566–569.1093

[33] P. Angkititrakul et al., “Getting start with UTDrive: Driver-behavior1094
modeling and assessment of distraction for in-vehicle speech systems,”1095
in Proc. 8th Annu. Conf. Int. Speech Commun. Assoc., 2007, Antwerp,1096
Belgium, Aug. 2007, pp. 1334–1337.1097

[34] J. Hansen, C. Busso, Y. Zheng, and A. Sathyanarayana, “Driver modeling1098
for detection and assessment of driver distraction: Examples from the1099
UTDrive test bed,” IEEE Signal Process. Mag., vol. 34, no. 4, pp. 130–142,1100
Jul. 2017.1101

[35] J. Jain and C. Busso, “Analysis of driver behaviors during common tasks1102
using frontal video camera and CAN-Bus information,” in Proc. IEEE Int.1103
Conf. Multimedia Expo, Barcelona, Spain, 2011, pp. 1–6.1104

[36] N. Li and C. Busso, “Analysis of facial features of drivers under cognitive1105
and visual distractions,” in Proc. IEEE Int. Conf. Multimedia Expo., San1106
Jose, CA, USA, 2013, pp. 1–6.1107

[37] T. Hu, S. Jha, and C. Busso, “Robust driver head pose estimation in1108
naturalistic conditions from point-cloud data,” in Proc. IEEE Intell. Veh.1109
Symp., Las Vegas, NV, USA, 2020, pp. 1176–1182.1110

[38] T. Hu, S. Jha, and C. Busso, “Temporal head pose estimation from point1111
cloud in naturalistic driving conditions,” IEEE Trans. Intell. Transp. Syst.,1112
to be published, doi: 10.1109/TITS.2021.3075350.1113

[39] E. Olson, “AprilTag: A robust and flexible visual fiducial system,” in Proc.1114
IEEE Int. Conf. Robot. Automat., Shanghai, China, 2011, pp. 3400–3407.1115

[40] T. Baltrušaitis, A. Zadeh, Y. C. Lim, and L. Morency, “OpenFace 2.0: 1116
Facial behavior analysis toolkit,” in Proc. IEEE Conf. Autom. Face Gesture 1117
Recognit., Xi’an, China, 2018, pp. 59–66. 1118

[41] W. Kabsch, “A discussion of the solution for the best rotation to relate 1119
two sets of vectors,” Acta Crystallographica Sect. A., vol. 34, no. 5, 1120
pp. 827–828, Sep. 1978. 1121

[42] C. E. Rasmussen, “Gaussian processes in machine learning,” in Advanced 1122
Lectures on Machine Learning, O. Bousquet, U. von Luxburg, and G. 1123
Rätsch, Eds., Berlin, Germany: Springer, Oct. 2004, pp. 63–71. 1124

[43] C. Bishop, “Mixture density networks,” Aston Univ., Birmingham, U.K., 1125
Tech. Rep. NCRG/94/004, Feb. 1994. [Online]. Available: http://www. 1126
ncrg.aston.ac.uk/ 1127

[44] D. Kingma and J. Ba, “Adam: A method for stochastic optimization,” 1128
in Proc. Int. Conf. Learn. Representations, San Diego, CA, USA, 2015, 1129
pp. 1–13. 1130

[45] F. Chollet, “Keras: Deep learning library for Theano and TensorFlow,” 1131
Apr. 2017. [Online]. Available: https://github.com/fchollet/keras 1132

[46] M. Abadi et al., “TensorFlow: A system for large-scale machine learning,” 1133
in Proc. Symp. Operating Syst. Des. Implementation, Savannah, GA, USA, 1134
2016, pp. 265–283. 1135

[47] S. Jha and C. Busso, “Fi-CAP: Robust framework to benchmark head 1136
pose estimation in challenging environments,” in Proc. IEEE Int. Conf. 1137
Multimedia Expo, San Diego, CA, USA, 2018, pp. 1–6. 1138

[48] Y. Qiu, T. Misu, and C. Busso, “Driving anomaly detection with conditional 1139
generative adversarial network using physiological and can-bus data,” in 1140
Proc. ACM Int. Conf. Multimodal Interaction, Suzhou, Jiangsu, China, 1141
2019, pp. 164–173. 1142

[49] Y. Qiu, T. Misu, and C. Busso, “Use of triplet loss function to improve driv- 1143
ing anomaly detection using conditional generative adversarial network,” 1144
in Proc. Intell. Transp. Syst. Conf., Rhodes, Greece, 2020, pp. 1–7. 1145

[50] S. Jha, M. Marzban, T. Hu, M. Mahmoud, N. Al-Dhahir, and C. Busso, 1146
“The multimodal driver monitoring database: A naturalistic corpus to 1147
study driver attention,” IEEE Trans. Intell. Transp. Syst., to be published, 1148
doi: 10.1109/TITS.2021.3095462. 1149

Sumit Jha (Member, IEEE) received the B.Tech. 1150
degree in electronics and communication engineering 1151
from the National Institute of Technology, Trichy, 1152
India, in 2012, and the M.S. degree in electrical engi- 1153
neering in 2016 from the University of Texas at Dallas 1154
(UTD), Richardson, TX, USA, where he is currently 1155
working toward the Ph.D. degree. At UTD, he has 1156
been a part of the Multimodal Signal Processing 1157
(MSP) Laboratory since 2015. His research interests 1158
include machine learning computer vision solutions 1159
for driver monitoring and in-vehicle safety systems. 1160

1161
Carlos Busso (Senior Member, IEEE) received the 1162
B.S. and M.S. degrees (high Hons.) in electrical 1163
engineering from the University of Chile, Santiago, 1164
Chile, in 2000 and 2003, respectively, and the Ph.D. 1165
degree in electrical engineering from the University 1166
of Southern California (USC), Los Angeles, CA, 1167
USA, in 2008. He is an Associate Professor with 1168
the Electrical Engineering Department, University of 1169
Texas at Dallas (UTD), Richardson, TX, USA. He 1170
was selected by the School of Engineering of Chile 1171
as the best Electrical Engineer graduated in 2003, 1172

across Chilean universities. From 2003 to 2005, he received a Provost Doctoral 1173
Fellowship from USC, and from 2007 to 2008, a Fellowship in Digital Schol- 1174
arship. At UTD, he leads the Multimodal Signal Processing (MSP) laboratory. 1175
He was the recipient of the NSF CAREER Award in 2014, the ICMI Ten-Year 1176
Technical Impact Award in 2015, his student received the third Prize IEEE ITSS 1177
Best Dissertation Award (N.Li), Hewlett Packard Best Paper Award at the IEEE 1178
ICME 2011 (with J.Jain), and the Best Paper Award at the AAAC ACII 2017 1179
(with Yannakakis and Cowie). He received the Best of IEEE TRANSACTIONS 1180
ON AFFECTIVE COMPUTING Paper Collection in 2021 (with R. Lotfian). He is 1181
the Co-Author of the winner paper of the Classifier Sub-Challenge event at the 1182
Interspeech 2009 emotion challenge. His research focuses on human-centered 1183
multimodal machine intelligence and applications. His current research interests 1184
include affective computing, multimodal human-machine interfaces, nonverbal 1185
behaviors for conversational agents, in-vehicle active safety system, and machine 1186
learning methods for multimodal processing. His work has direct implication in 1187
many practical domains, including national security, health care, entertainment, 1188
transportation systems, and education. He was the General Chair of ACII 2017 1189
and ICMI 2021. He is a Member of ISCA, AAAC, and a Senior Member of 1190
ACM and IEEE. 1191

1192

https://dx.doi.org/10.1109/TITS.2021.3075350
http://www.ncrg.aston.ac.uk/
http://www.ncrg.aston.ac.uk/
https://github.com/fchollet/keras
https://dx.doi.org/10.1109/TITS.2021.3095462


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


