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Abstract Developing feedback systems that can detect
the attention level of the driver can play a key role in preven-
ting accidents by alerting the driver about possible hazardous
situations. Monitoring driver’s distraction is an important re-
search problem, especially with new forms of technology that
are made available to drivers, which can interfere with the
primary driving task. An important question is how to defi-
ne reference labels that can be used as ground truth to train
machine learning algorithms to detect distracted drivers. The
answer to this question is not simple since drivers are affec-
ted by visual, cognitive, auditory, psychological and physical
distractions. This paper explores and compares three diffe-
rent approaches to characterize driver’s distraction: perceptu-
al evaluation from external evaluators, self evaluations col-
lected from post driving questionnaires, and analysis of the
differences observed across multimodal features from normal
patterns.

Keywords Driver distraction, active safety, driver percep-
tion, subjective evaluation, driving performance.

1. INTRODUCTION

One of the main causes of car accidents is drivers that become
distracted by secondary tasks. There is a growing concern that
the number of accidents may increase due to the development
of new in-vehicle technologies, which can negatively affect
the attention level of the driver [S]. According to the study
reported by The National Highway Traffic Safety Administra-
tion (NHTSA), over 25% of police-reported crashes involved
inattentive drivers [14]. This finding is not surprising since
it is estimated that about 30% of the time that drivers are in
a moving vehicle, they are engaged in secondary tasks [13]].
Detecting distracted drivers is an important research problem
to prevent accidents and increase the security on the roads.
Common secondary tasks can deviate the attention of the
drivers from the primary driving task. These in-cab deman-
ds can produce visual, cognitive, auditory, psychological and
physical distractions. Therefore, it is very important to under-
stand the effect induced by different secondary tasks on the
drivers [S)]. A key step in the analysis is to define reference
metrics or criteria to assess the attention level of the driver.
These reference labels can be used as ground truth to train
machine learning algorithms to detect distracted drivers.

There are many measures that can be used to determi-
ne driver distraction. These measures include lateral control
measures (e.g., lane-related measures), longitudinal con-
trol measures (e.g., accelerator-related measures, brake and
deceleration-related measures), obstacle and event detection
(e.g., probability of detection measures), driver response mea-
sures (e.g., stimulus-response measures), vision related mea-
sures (e.g., visual allocation to roadway) and manual-related
measures (e.g., hands-on wheel frequency) [20]. Unfortuna-
tely, not all these metrics can be directly used to define labels
to train machine learning algorithms to predict distracted
drivers.

This paper aims to compare approaches to characterize
driver distractions. The study relies on a database collected
from subjects driving the UTDrive platform — a car equipped
with multiple nonintrusive sensors [1} Ol]. Following the de-
finition provided by the Australian Road Safety Board [18]],
this study considers distractions due to the involvement in
common secondary tasks that voluntarily or involuntarily de-
viate the attention from the primary task of driving. We consi-
der operating a phone, operating a global positioning system
(GPS), operating a built-in car radio, conversation with ano-
ther passenger, and describing pictures. According to the ta-
xonomy given by Wierwille et al. [20], these in-cab tasks in-
clude visual-manual (e.g., operating a cellphone), visual only
(e.g., following a GPS), and manual primarily (e.g., changing
the radio) tasks. Notice that this study does not include dis-
tractions or impairments due to alcohol, drugs or fatigue.

The study addresses the problem of describing driver dis-
traction from three complementary approaches. The first ap-
proach corresponds to self evaluations collected from post dri-
ving questionnaires. After the recording, the drivers comple-
ted a questionnaire, in which they rated on a scale of 1 to
5 how distracted they felt while performing the in-cab tasks.
The second approach consists in using subjective evaluations
to quantify the distraction level perceived by external evalua-
tors. We randomly selected 480 5-sec videos from the data-
base. The raters were asked to annotate these videos by assi-
gning a scale between 1 (less distracted) and 5 (more distrac-
ted). The third approach consists in analyzing the differences
observed across multimodal features between normal and task
conditions. The study includes features derived from the con-
troller area network (CAN) Bus data of the vehicle (e.g., stee-
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ring wheel angle, vehicle speed, brake value, and gas pedal
pressures), from a frontal video camera (e.g., head pose and
eye closure), and from an array of microphones (e.g., energy).
This analysis provides unbiased insights about the differences
observed in driving behaviors in the presence of in-cab tasks.

The results indicate that the three approaches give con-
sistent observations. Distractions induced by visual intensive
tasks such as tuning the built-in radio, operating the GPS and
dialing a number in a cellphone are well captured by the three
metrics. However, the metrics do not seem to appropriately
characterize cognitive distractions induced by tasks such as
talking on a cellphone and following the GPS instructions.

The paper is organized as follows. Section 2] summarizes
previous work describing metrics to characterize distracted
drivers. Section |3| describes the design and protocol used to
record the audiovisual database used in this work. Section [4]
describes the results from self evaluations. Section [3] descri-
bes the subjective evaluation by external raters and its analy-
sis. Section [f] studies the deviations observed in multimodal
features when the driver is engaged in secondary tasks. Sec-
tion [/| concludes the paper with discussion, future directions
and final remarks.

2. RELATED WORK

Several studies have proposed and evaluated measurements to
characterize driver distractions. This section summaries some
of the proposed metrics.

A common distraction metric is to measure secondary task
performance [2]. The drivers are asked to complete artificial
detection tasks not related to the primary driving task, such as
identifying objects or events, and solving mathematical pro-
blems. The performance is measured as the effectiveness (ac-
curacy) and efficiency (required time) to complete the task.
There are various approaches that fall under this category. Ex-
amples include peripheral detecting task (PDT), visual detec-
tion task (VDT), tactile detection task (TDT) and signal de-
tection task (SDT) [5,[19]]. Most of the studies are conducted
using car simulators, in which the stimulus can be controlled.

Studies have proposed surrogate schemes to evaluate the
distraction level when the driver operates an in-vehicle tech-
nology. These methods are particularly suitable for early sta-
ges in the product design cycle of a device that is intended
to be used inside the car. The lane change test (LCT) is one
example [12]. Using a car simulator, the driver is asked to
change lanes according to signals on the road while opera-
ting a particular device. The distraction level is measured by
analyzing the driving performance. Another example is the
visual occlusion approach, which has been used by automo-
tive human factor experts as a measure of the visual demand
of a particular task [6]]. In this approach, the field of view is
temporally occluded mimicking the eye-off-the-road patterns
for visual or visual-manual tasks. During the occlusion inter-
val (usually set equal to 1.5 sec), the subject can manipulate

the controls of the device, but cannot see the interface or the
control values. The time to complete the task provides an esti-
mation of the required visual demand. However, these metrics
are not suitable for our goal of defining ground truth labels to
describe the distraction level of recordings collected in real
traffic conditions.

Another type of attention measurement corresponds to
primary task performance metrics. They determine the atten-
tion level of the driver by directly measuring the car response
[2]]. These measures include lateral control such as lane ex-
cursions, and steering wheel pattern, longitudinal control,
such as speed maintenance and break pedal pattern, and car
following performance, such as the distance to the leading
car. Notice that these measurements may only capture dis-
tractions produced by visual intense tasks, since studies have
shown that metrics such as lane keeping performance are not
affected by cognitive load [5]. Lee ef al. suggested that it is
important to study the entire brake response process [L1]. In
this direction, they considered the accelerator release time
(i.e., the time between the leading car brakes and the accele-
rator is released), the accelerator to brake (i.e., the movement
time from accelerator release to initial brake depress), and
the brake to maximum brake (i.e., the time from the initial
brake depress to maximum deceleration). From these measu-
rements, they found that the accelerator release time was the
most sensitive metric of braking performance.

Movement of the eyes usually indicates where the atten-
tion is allocated [19]]. Therefore, studies have proposed eye
glance behavior to characterize inattentive drivers [2]]. This
is an important aspect since tasks with visual demand requi-
re foveal vision, which forces the driver to take the eyes off
the road [[19]. The proposed metrics range from detailed eye-
control metrics, such as within-fixation metrics, saccade pro-
files, pupil control, and eye closure pattern, to coarse visual
behavior metric, such as head movement [19]. The total eye-
off-the-road to complete a task is accepted as a measure of
visual demand associated to secondary tasks. It is correlated
with the number of lane excursions committed during the task
[21]. The farther away from the road that a driver fix his/her
eyes, the higher the detrimental effect on his/her driver perfor-
mance [19]. Also, longer glances have higher repercussions
than few short glances [21]]. In fact, when the eye-off-the-road
duration is greater than 2 seconds, the chances of accidents in-
creases [2, [10]]. Considering these observations, metrics such
as total glance duration, glance frequency and mean single
glance duration have been standardized by the International
Organization for Standardization (ISO). Another interesting
metric is the percent road center (PRC), which is defined as
the percentage of time within 1 minute that the gaze falls in
the 8° radius circle centered at the center of the road.

Subjective assessments have been proposed to measure
driver distraction. The most common techniques are scales
for subjective mental workload. Examples include the NA-
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SA task load index (NASA-TLX), driving activity load index
(DALI), subjective workload assessment technique (SWAT),
modified Cooper Harper scale (MCH), and the rating scale
mental effort (RSME) [22]. For assessment of fatigue, studies
have used the Karolinska sleepiness scale (KSS) [4].

One important aspect that needs to be defined in many
of the aforementioned driver distraction measurements is the
corresponding values or thresholds that are considered accep-
table for safe driving [22]]. In some cases, organizations have
defined those values. For example, the Alliance of Automobile
Manufacturers (AAM) stated that the total duration required
to complete a visual-manual task should be less than 20s. In
other cases, a secondary task such as manual radio tuning is
used as a reference. To be considered as an acceptable, sa-
fe task, the deviation in driving performance should be lower
than the one induced by the reference task.

This study compares three approaches that can be used
to characterize distracted drivers. First, we study self eva-
luations collected from post driving questionnaires. Second,
we consider perceptual evaluations from external evaluators.
These two assessments correspond to subjective assessments
of driver behavior. Third, we analyze the differences obser-
ved across multimodal features from normal patterns. Since
we are considering CAN-Bus information and features from
the driver extracted from a frontal camera, these metrics be-
long to primary task performance and eye glance behavior.

3. METHODOLOGY

The goal of this study is to compare different assessment me-
thods that can be used as ground truth to detect inattentive
drivers. We are particularly interested in distractions observed
when drivers are involved in secondary tasks such as interac-
ting with another passenger, operating a phone, GPS or radio.
Although car simulators have been used in previous studies,
we are interested in studying realistic scenarios in real driving
conditions. Therefore, the recordings will include various un-
controllable but important variables such as congestions, irre-
gular lighting conditions and traffic signals. This section des-
cribes the design and recording of the database, including the
car platform and the protocol used for the study.

3.1. UTDrive platform

To collect a corpus in real driving conditions, this study reli-
es on the UTDrive car (Fig. [Tta). This is a research platform
developed at The Center for Robust Speech Systems (CRSS)
at The University of Texas at Dallas (UTD)[1]]. Its goal is to
serve as a research platform to develop driver behavior mo-
dels that can be deployed into human-centric active safety sy-
stems. The UTDrive car has been custom fit with data acqui-
sition systems comprising various modalities. It has a fron-
tal facing video camera (PBC-700H), which is mounted on
the dashboard facing the driver (see Fig.[I}b). The placement

(a) UTDrive Car (b) Setup
Fig. 1. Car platform used for the recording. (a) picture of the
UTDirive car (b) placement of the frontal camera and the mi-
crophone array.
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Fig. 2. Dewesoft software used for recording and exporting
the data. The figure shows the frontal and road videos. It also
shows the instantaneous values of various CAN-Bus signals.

and small size of the camera are suitable for recording frontal
views of the driver without obstructing his/her field of visi-
on. The resolution of the camera is set to 320 x 240 pixels
and records at 30 fps. Another camera is placed facing the
road, which records at 15 fps at 320 x 240 resolution. The vi-
deo from this camera can be used for lane tracking. Likewise,
the UTDrive car has a microphone array placed on top of the
windshield next to the sunlight visors (see Fig.[I}b). The array
has five omnidirectional microphones to capture the audio in-
side the car. We can also extract and record various CAN-Bus
signals, including vehicle speed, steering wheel angle, brake
value, and acceleration. A sensor is separately placed on the
gas pedal to record the gas pedal pressure.

The modalities are simultaneously recorded into a Dewe-
tron computer, which is placed behind the seat of the driver.
A Dewesoft software is used to retrieve synchronized infor-
mation across modalities. Figure 2] shows the interface of the
Dewesoft software, which displays the frontal and road vi-
deos and various CAN-Bus signals. For further details about
the UTDrive car, readers are referred to [[1]].
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Fig. 3. Route used for the collection of the data. The subjects
drove this 5.6 miles long route twice. First, they were asked
to perform a series of tasks starting with operating the radio
and ending with a conversation with a passenger. Then, they
drove the route without any in-vehicle distractions.

3.2. Database and Protocol

A multimodal database was recorded for this study, using the
UTDrive car. Twenty students or employees of the university
were asked to drive while performing a number of common
secondary tasks. They were required to be at least 18 years old
and have a valid driving license. The average and standard de-
viation of the age of the participants are 25.4 and 7.03, respec-
tively. The recordings were conducted during dry days with
good light condition to reduce the impact of the environment
variables. Although wet weather can lead to different chal-
lenges for the driver, studies have shown that crashes related
to distraction are more likely to occur during dry days with
less traffic congestion [8]]. By collecting the data during dry
days, we have relevant information for the study. The subjects
were advised to take their time while performing the tasks to
prevent potential accidents.

We defined a 5.6 mile route in the vicinities of the univer-
sity (see Fig.[3). The route includes traffic signals, heavy and
low traffic zones, residential areas and a school zone. We de-
cided to exclude streets with high speed limit (e.g., highways
or freeways) from the analysis to minimize the risks in the re-
cording. The participants took between 13 and 17 minutes to
complete the route.

The drivers drove this route twice. During the first run,
the participants were asked to perform a number of secondary
tasks while driving. Among the tasks mentioned by Stutts et
al. [17] and Glaze and Ellis [7], we selected the following
tasks: tuning the built-in car radio, operating and following a
GPS, dialing and using a cellphone, describing pictures and
interacting with a passenger. Some dangerous tasks such as
text messaging, grooming and eating were not included for
security reasons. The details of the selected seven tasks are

given below.

Radio: The driver is asked to tune the built-in car radio to so-
me predetermined stations. The radio is in its standard place,
on the right side of the driver.

GPS - Operating: A predefined address is given to the driver
who is asked to enter the information in the GPS. The devi-
ce is mounted in the middle of the windshield. The driver is
allowed to adjust it before starting the recording.

GPS - Following: After entering the address in the GPS, the
driver is asked to follow the instructions to the destination.
Phone - Operating: The driver dials the number of an airli-
nes automatic flight information system (toll-free). A regular
cellphone is used for this task. Handsfree cellphones are not
used to include the inherent mechanical distraction.

Phone - Talking: After dialing the number, the driver has to
retrieve the flight information between two given US cities.
Pictures: The driver has to look and describe randomly selec-
ted pictures, which are displayed by another passenger sitting
in the front passenger seat. The purpose of this task is to col-
lect representative samples of distractions induced when the
driver is looking at billboards, sign boards, shops or any ob-
ject inside or outside the car.

Conversation: A passenger in the car asks general questions
to establish a spontaneous conversation.

According to the driver resources-based taxonomy defi-
ned by Wierwille et al. [20], the selected secondary tasks in-
cludes visual-manual tasks (e.g., GPS - Operating and Pho-
ne - Operating), visual only tasks (e.g., GPS - Following and
Pictures) and manual primarily task (e.g., Radio). The set also
includes tasks characterized by cognitive demand (e.g., Phone
- Talking) and auditory/verbal demands (e.g., Conversation).

During the second run, the drivers were asked to drive
the same route without performing any of the aforementioned
tasks. This data is collected as a normal reference to compare
the deviation observed in the driver behaviors when he/she
is engaged in secondary tasks. Since the same route is used
to compare normal and task conditions, the analysis is less
dependent on the selected road.

4. SELF EVALUATION OF DISTRACTION

The first approach considers self assessment from the drivers.
The assumption is that drivers are somehow aware of the vi-
sual, cognitive, auditory, psychological and physical distrac-
tions induced by common secondary tasks. At the very least,
they should be able to rank-order the tasks that are more dis-
tracting to them. While this assumption may not always hold,
this approach provides a subjective value from the drivers to
characterize the secondary tasks that are most distracting to
them.

The drivers answered a questionnaire after completing the
recording. They were asked whether they felt comfortable dri-
ving the car and whether their driving performance was repre-
sentative of their normal driving behavior. Then, they were
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Fig. 4. Average distraction levels based on self evaluations
across the drivers. The figure shows the mean and standard
deviation of the values assigned to each task.

asked to rate how distracted they felt while performing each
of the secondary task considered in this study. They used a
Likert-scale with extreme values corresponding to 1 — less
distracted, and 5 — more distracted.

Figure[d presents the error plots with the average and stan-
dard deviation values for the secondary tasks. The drivers felt
that GPS - Operating was the most distracting task, followed
by Phone - Operating, Pictures and Radio. Conversation was
felt as the least distracting task. This result agrees with the
findings of Strayer et al., which concluded that conversation
does not increase crash risk [[16]].

Notice that this approach only provides a coarse value for
each task. This average value should be assigned as a dis-
traction label to each of the recording collected when the dri-
vers were performing the corresponding task. However, cer-
tain subtask within a task may be more distracting (e.g., loo-
king in the car for the cellphone). This approach ignores this
intrinsic within-task variability. An alternative approach is to
individually assess small segments of the recording by con-
ducting subjective evaluations. This approach is explored in
Section 3

5. SUBJECTIVE EVALUATION OF DISTRACTION

The second approach consists in conducting subjective expe-
riments to assess the perceived distraction level of the drivers.
Instead of measuring coarse labels for the secondary tasks, the
evaluation is conducted over localized segments of the recor-
ding. The underlying assumption is that the previous driving
experience of the external evaluators will allow them to accu-
rately identify and rank distracting scenarios or actions.

One advantage of this approach is that a number quan-
tifying the perceived distraction level is assigned to localized
segments in the recording. Therefore, it is possible to identify
various multimodal features that correlate with this distrac-
tion metric. Using these features, regression models can be
designed to directly identify inattentive drivers. Another ad-

More Distracted

Less Distracted i\J ﬁ’ \’}/A\T ii(“

Fig. 5. GUI for the subjective evaluation of distraction. The
subjects are required to rate the perceived distraction level of
the driver (1 — less distracted, to 5 — more distracted).

vantage is that the videos can be assessed by many raters so
the aggregated values are more accurate.

The database contains approximately seven hours of data.
However, only a portion of the corpus was considered for the
evaluation. The corpus was split into 5 sec videos with their
corresponding synchronized audio. For each driver, three vi-
deos were randomly selected for each of the seven secondary
tasks (Sec. [3.2). Three videos from normal condition were
also randomly selected. Therefore, 24 videos per driver are
considered, which give altogether 480 unique videos (3 vi-
deos x 8 conditions x 20 drivers = 480). Twelve students at
UTD were recruited to participate in the evaluation. A gra-
phical user interface (GUI) was built for the subjective test
(see Fig.[5). To unify the understanding of the raters, the de-
finition of distraction adopted in this paper (see Sec. [T) was
read before the evaluation. After watching a video, the evalua-
tors rated the perceived distraction level on a scale of 1 — less
distracted, to 5 — more distracted. To minimize the duration
of the evaluation, each evaluator was requested to assess only
160 videos. The average duration of the evaluation was ap-
proximately 15 minutes. To avoid biases, the presentation of
the videos was randomized for each evaluator. In total, three
independent evaluators assessed each video. The correlation
between the assessments provided by the evaluators is in ave-
rage p = 0.63, which suggests that the assigned values are
consistent across raters.

Figure [6] shows the error plots with the perceived distrac-
tion level of the drivers. The figure provides the average and
standard deviation values for the seven tasks and normal con-
ditions. The results suggest that visually intensive tasks such
as Radio, GPS - Operating, Phone - Operating and Pictures
are perceived by the evaluators as the most distracting tasks.
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Fig. 6. Average perceived distraction levels based on subjec-
tive evaluations. The figure shows the mean and standard de-
viation of the values assigned to each task by external raters.

The tasks that involve cognitive load such as GPS - Following
are perceived as the least distracting tasks. This result is al-
so observed with Phone - Talking, which is perceived as less
distracting than Phone - Operating. Notice that studies have
shown that the mechanical distraction in operating a cellpho-
ne is a minor factor compared to verbal and cognitive distrac-
tion [2]. These results suggest that the proposed subjective
evaluation is effective in capturing visual distraction but not
cognitive distraction.

Figures [ and[6]show similar patterns, which validates the
use of external evaluators. The main differences are observed
in GPS - Operating and Conversation. On the one hand, GPS
- Operating is felt by the drivers as a highly distracting task
(e = 4.57 for self evaluations, i = 3.24 for external evaluati-
ons). This result suggests that certain demands on the drivers
are not easily captured by subjective evaluations. On the other
hand, the average value assigned to Conversation is higher in
the subjective evaluations by the external raters (¢ = 1.49 for
self evaluations, . = 2.25 for external evaluations). Drivers
felt that having a spontaneous conversation did not affect their
driving performance.

6. DEVIATIONS IN MULTIMODAL FEATURES

The third approach consists in analyzing the deviations ob-
served in multimodal features when the drivers are engaged
on secondary tasks. We expect to identify modalities that can
be used to characterize driver distractions by measuring the
differences in the features extracted during task and normal
conditions (i.e., without performing any task). This approach
provides unbiased metrics to describe driver distractions.

6.1. Modalities

In this study, we extract features from the controller area
network (CAN)-Bus data, which provide direct information
about the car performance during the recording. We also con-
sider features automatically extracted from the frontal video

camera, which describe the eye glance behavior of the driver.
Finally, we extract acoustic information from the micropho-
ne array. The raw information from all these modalities are
extracted using the Dewesoft software.

Car Performance Features: As mentioned in Section
we have access to important CAN-Bus information such as
the steering wheel angle, vehicle speed, brake pedal pressure,
and gas pedal pressure. We extract car performance features
derived from these signals. From the steering wheel angle, we
calculated its jitter by computing the variance over 5 sec win-
dows centered at each frame. This feature reveals small cor-
rections or drifts made by the drivers. From the brake and gas
pedal pressures, we estimate their derivatives, which describe
their relative temporal changes. The car speed is directly used
as a feature, since studies have shown that the vehicle speed
is reduced when drivers are engaged in secondary tasks [3].
Eye Glance Behavior Features: The frontal video camera
provides valuable information about the eye glance behavior
of the driver. Features describing the head pose and eye clos-
ure rate are automatically extracted using the AFECT soft-
ware [3]. The toolkit is robust against large data sets and
varied illumination conditions. AFECT processes frame-by-
frame the video, avoiding error propagation due to tracking
and localization. We estimate the yaw and pitch movements
of the head which are used as features. The head roll move-
ment is not considered since we expect that it is not directly
affected by secondary tasks. The analysis also considers the
percentage of eye closure, which is defined as the percenta-
ge of frames in which the eyeballs are directed below a given
threshold. This threshold is set at the point where the eyes are
looking straight at the frontal camera.

Acoustic features: The audio in the car is another modality
that we expect to be relevant in describing distracted drivers.
Several of the secondary tasks considered in this work have
characteristic acoustic signals (e.g., GPS - Following, Phone -
Talking, Pictures and Conversation). In this study, the energy
of the audio signal is extracted and used as a feature.

The AFECT software gives reliable information when the
head rotation is within £10° range. If the face is occluded or
rotated beyond this range the software fails to provide infor-
mation. Therefore, we consider only segments in which the
car moved straight (absolute value of the steering wheel an-
gle is smaller than 20°). Therefore, we avoid segments that
require the driver to glance. Any remaining gap in the data
due to face rotation or hand obstruction is interpolated. Like-
wise, we do not consider segments in which the vehicle speed
is lower than 5 kph, since we are only interested in the driver
behaviors observed when the car is moving.

6.2. Analysis of Multimodal Features

The analysis aims to identify prominent modalities to charac-
terize driver distraction. The proposed approach is to measure
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Fig. 7. Results of the Matched Pairs t-test: Features vs
Tasks. For a particular task, gray regions indicate the featu-
res that are found to have significant differences (dark gray,
p-value=0.05; gray, p-value=0.10; light gray p-value=0.20).

the differences observed in the features during task and nor-
mal conditions. However, the route segments have different
properties (e.g., speed limits). To reduce route variability, we
only compare the recordings for task and normal conditions
over the same route segment.

Similar to Section [5} we split the corpus into 5 sec win-
dows for the analysis. In each window, we estimate the mean
and standard deviation of the modalities presented in Section
[6:1] which are used as features for the analysis. A matched
pairs hypothesis test is conducted to determine whether the
differences in the features between task and normal conditi-
ons are significant across drivers. Since the database contains
20 drivers, a t-test for small sample size is used. The results
are given in Figure|7} which highlights the features that were
found significant at p-value=0.05 (dark gray), p-value=0.10
(gray) and p-value=0.20 (light gray).

Figure[7]shows that the mean of head yaw movement pres-
ents significant differences across each of the seven secon-
dary tasks. Drivers tend to look to their right when they are
engaged in secondary tasks. This result agrees with previous
studies that indicate that drivers have to take the eye off the
road to complete secondary task [[19]. The figure also indica-
tes that the mean and standard deviation of the audio energy
are significantly different across tasks. It will be interesting to
study whether these patterns are also observed in more natu-
ralistic recordings, or when the drivers are engaged in other
secondary tasks. The figure suggests that the mean speed of
the vehicle is an important feature. A detailed analysis indi-
cated that drivers tend to reduce the car speed when they are
performing a secondary task [9]]. This result agrees with the
study of Engstrom et al., which suggests that visual load cor-
related with a reduce of speed [5]. They explained this pat-
tern as a compensatory effect to keep an acceptable driving
performance. Other salient features are the percentage of eye
closure (i.e., blink), and the mean of head pitch movements.

Secondary tasks that impose visual demands such as Ra-

dio, GPS - Operating, Phone - Operating and Pictures pre-
sent many salient multimodal features (see Fig.[7). However,
we did not find many features that are affected by tasks that
increase the cognitive load of the driver (e.g., GPS - Followi-
ng and Phone - Talking). This result indicates that the selected
features may not capture cognitive distractions.

The salient multimodal features identified in this section
can be used to characterize distracted drivers. As suggested
by Young et al., there are many approaches that can be used
to define performance criteria [22]]. We can define a common
task as a reference (e.g., Radio). A recording from the data-
base will be labeled as ‘distracted’ if the deviations observed
in its features exceed the deviations observed in this reference
task. Alternatively, a threshold can be defined for each of the
proposed features. If the differences in the driver behaviors
exceed these thresholds, the recording will be labeled as ‘dis-
tracted.’

7. DISCUSSION AND CONCLUSIONS

This study presented three methodologies to describe the dis-
traction level of the drivers. The ultimate goal is to define
labels that can be used to train human-centric active safety
systems. The first approach was based on self assessments. It
aims to identify and rank-order distracted tasks as perceived
by the drivers themselves. The second approach was to sub-
jectively evaluate localized recordings of the drivers by con-
ducting perceptual evaluations by external raters. The expe-
riments revealed substantial inter-evaluator agreement, which
validates the approach. The third approach was to identify sa-
lient features across different modalities (CAN-Bus signals,
eye glance behavior, and acoustic signal). This method gives
unbiased metrics to describe the deviation in behaviors obser-
ved when the driver is involved in the secondary tasks.

Consistent results are observed across approaches. Dis-
traction induced by visual intensive tasks are well captured by
the proposed metrics. However, these measurements do not
seem to appropriately describe cognitive distractions.

An interesting result is that none of the proposed approa-
ches was able to characterize Phone - Talking as a distracting
task. This result differs from previous studies that show the
detrimental effect in driving performance produced by talking
on a cellphone [15}16]. Under this condition, drivers seems to
have inattention blindness or selective withdrawal of attention
[L5]. They fail to see an object even though they are looking
directly at it. Unfortunately, this type of distraction is hard
to determine with the proposed metrics. Victor et al. suggests
that cognitive load reduces the horizontal and vertical variabi-
lity of gaze direction [19]]. It produces longer on-road fixation
and reduces glance frequency to mirror and speedometer. Alt-
hough these patterns were not observed, finding new detailed
features to capture these behaviors are planned as part of our
future work. Likewise, we will complement the proposed sub-
jective evaluations with mental workload scales to investigate
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whether these instruments are able to capture cognitive dis-
tractions.

After defining relevant metrics to describe distracted dri-
vers, our next goal is to use these labels to build machine
learning algorithms to detect inattentive drivers. The intended
driver behavior monitoring system will provide feedbacks to
inattentive drivers, preventing accidents, and increasing the
security on the roads.
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