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Introduction Motivation IFN Approach

*Optimal normalization: « Classify speech as emotional or neutral
« Normalization parameters are estimated from neutral subset (speaker dependent) H —

* Recognition of emotion is an important problem

« Development of new human machine interfaces RresiRatEecon
« Parameters are applied to the entire emotional corpus * Use neutral samples
to estimate normalization

parameters

* A main challenges is to compensate the inter-speaker
variability observed in expressive speech « Variability between emotional classes is preserved

« Properties of speech are intrinsically speaker dependent

. . . - Case StUdVZ FO mean * Repeat n times (or until the labels do not change)
« Expression of emotions presents idiosyncratic difference

Databases & classifiers

* Goals: * USC-EMA, EMO-DB, EPSAT

* Binary classifiers: neutral versus emotional speech
« Samples for emotional classes are re-labeled as emotional
» Concept: Assumptions: « Average values over 400 realizations (chances 50%)
* Normalize emotional corpus such that neutral speech from « Classifiers: Neutral models guwea.200, Conventional classifiers
each speaker presents similar trends 1. Aportion of neutral speech from each speaker is available

2. Speaker Identity in the corpus is known

« Reduce speaker variability
« Preserve the discrimination between emotions

* Features: sars, sQ25, Smedian, Sdmedian, SVmeanRange, Sdiqr, SVmaxCurv
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e Experimental Results .= ‘ Discussion

6 T3 A6 B ssT * Accuracy decreases without normalization
719 80.8 81.7 952 56.0 5
774 814 776 94.6

o * The IFN scheme approximates optimal normalization
e 157 | M7 s * Speaker dependent global normalization

Without normalization [%]

« Accuracy of the system is not improved » Minimize differences across speakers’ neutral speech
Rec Pre F Acc Rec Pre

G100 @0 | 77 78 566 6 . L * Preserve emotional discrimination
727 542 61 | 687 645 458 « |t affects emotional discrimination

607 683 690 | 724 848  6L0

61 s o6 | es ma mi e * Iterative Feature Normalization Approach . — Limitations & Future Directions

Global normalization (speaker dependent) [% |

Ree P F [ Ac Re P * 2.5% (1.3%) lower than optimal normalization : o - ”
662 644 653 | 721 822 564 66 3 § « It assumes that speakers’ identities are known

Dl I * 9.8% (5.3%) higher than global normalization

88 598 690 | 754 896 625
634 670 652 | 98 839 527

« Supervised or unsupervised speaker identification
* Less than <5% of labels changed after the 5t ite. — « Other directions:

TFN approach (speaker dependent) [%]
R Pre  F | Acc  Rec  Pre

AR Convergence & stopping criteria » Normalization parameters are * Study performance in multi-class emotion classification

885 7L1 788 | S08 978 519

79 B9 58| 68 921 €8 initialized with optimal values « Study performance in non-acted databases
74.1 74.2 74.2 70.2 83.3 54.1
 Normalization of other acoustic features

« IFN approach converges to a
suboptimal state due to misclassification
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