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Abstract
Recording high quality data is an important step in the study
of emotions. Given the inherent limitations and complexities of
the current approaches to capture natural emotions collected in
real-life scenarios, the use of professional actors appears to be a
viable research methodology. To avoid stereotypical realization
of the emotions, better elicitation techniques rooted in theatrical
performance are needed. Based on the lessons learned from the
collection of the IEMOCAP database, this paper analyzes the
advantages and disadvantages of two of the most appealing elic-
itation approaches: improvisation, and scripted dialogs. These
methods are studied in terms of the lexical content, disfluen-
cies, facial activity and emotional content. The results indicate
that spontaneous sessions have higher levels of disfluencies and
overlapped speech. Also, the emotional content seems to be
more intense than in scripted sessions, as revealed in subjective
evaluations.
Index Terms: Elicitation techniques, emotional databases, ac-
tor, acting styles, portrayal of emotions.

1. Introduction
One of the challenges in the study of emotions is the record-
ing of high quality databases that reflect the expression of emo-
tions observed in real-life human interaction. While collecting
natural (non-acted) emotional data has been encouraged by the
community, most of the suggested approaches present serious
limitations such as ethical issues, restricted domain, or lack of
control (i.e., type of sensors, modalities, quality of recording,
noise background, lexical and emotional content) [1, 2, 3]. In
this context, the use of acting in the study of human emotions
appears to be a viable research methodology.

Instead of asking the actors or naı̈ve speakers to read a
set of given utterances portraying specific emotional categories,
which has been the conventional approach, recent efforts have
focused on studying better elicitation techniques to incorporate
the strategies of theatrical performance [4, 5, 6]. Based on
recent data collection experiences, we suggested some guide-
lines for recording emotional databases from actors [7]. Some
of the important aspects that we proposed relate to emotional
contextualization, social setting (interactions rather than mono-
logues), the use of specific acting styles, and the selection of
experienced participants. Following these guidelines, we re-
cently recorded the Interactive Emotional Dyadic Motion Cap-
ture (IEMOCAP) database at the University of Southern Cal-
ifornia (USC) [4]. This multimodal corpus comprises speech
and detailed facial, head and hand motion. Two elicitation ap-
proaches were used in the design of this corpus: the use of
plays (scripted sessions), and improvisation based on hypothet-
ical scenarios (spontaneous sessions). These techniques, which
are rooted in the core of acting training, provide alternative ap-
proaches to take advantage of the actor skills to record high
quality emotional databases [6].

This paper analyzes the advantages and limitations of
scripted and spontaneous techniques to elicit expressive speech.

Figure 1: VICON system with eight cameras. The right pannel
shows an actor with the markers on the face and headband.

Based on a thorough analysis of the IEMOCAP database, these
approaches are compared in terms of the resultant lexical con-
tent, disfluencies, facial activity, and emotional content. The
results indicate that spontaneous sessions are characterized as
having more disfluencies and overlapped speech (similar to
spontaneous human interaction). Furthermore, the vocabulary
size is higher and the emotion content is more intense in spon-
taneous sessions. The scripted sessions contain well-designed
transitions between the emotional states of the actors. Also, the
semantic context is fixed beforehand. The analysis of the data
indicates that the selection of the elicitation technique for future
collections should depend on the intended purpose of the analy-
sis. We hope that the results presented here provide useful steps
in this selection, toward recording better emotional corpora.

The paper is organized as follows. Section 2 describes the
IEMOCAP corpus. Section 3 analyzes the data from sponta-
neous and scripted sessions. Finally, Section 4 gives the discus-
sion, conclusions and future directions of this work.

2. IEMOCAP database
The IEMOCAP database was designed to study the patterns ob-
served in different modalities during expressive speech commu-
nication. Although the target emotional categories were happi-
ness, anger, sadness, frustration and neutral state, the corpus
spans a wider emotional spectrum.

Seven professional actors and three senior students in the
Drama Department at USC were each recorded in five dyadic
sessions (male-female). Sixty-one markers were attached to one
participant at a time (2 on the head, 53 on the face, and 6 on the
hands). After recording the sessions, the markers were attached
to the other actor, and the sessions were recorded again. A VI-
CON motion capture system with eight cameras was used to
track the location of the markers (Fig. 1).

As mentioned in Section 1, scripted and spontaneous sce-
narios were used as elicitation techniques. For the scripted ses-
sions (55% of the corpus), three 10-minute plays with clear
emotional content were selected (a theater professional super-
vised the selection). The actors were asked to memorize and
rehearse the scripts. For the spontaneous sessions (45% of the
corpus), eight hypothetical scenarios were selected based on
the guidelines provided by Scherer et al. (e.g., loss of baggage,
death of a friend) [8].
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Figure 2: Histogram with the number of words per turns (in percentage) in the scripted and spontaneous sessions.

The database was transcribed and segmented at the dialog
turn level. Six evaluators assessed the emotional content of the
database in terms of emotional categories (happiness, sadness,
anger, surprise, fear, disgust, frustration, excited, neutral state
and other). The evaluators were allowed to assign more than
one label. The evaluations were arranged such that three dif-
ferent raters assessed each turn. The inter-evaluator agreement
is discussed in Section 3.3. In addition, two different raters
are currently evaluating the emotional content of the corpus in
terms of valence [1-negative, 5-positive], activation [1-calm,
5-excited], and dominance [1-weak, 5-strong] (VAD). At this
point, approximately 85.5% of the data have been evaluated.
Details of the corpus are given in [4]. The focus of this paper is
to compare the scripted and spontaneous sessions.

3. Spontaneous versus scripted sessions
3.1. Lexical content

Although the scenarios used to record spontaneous sessions are
restricted to specific domains, the actors were free to express
themselves using their own language. In the scripted sessions,
the vocabulary is restricted to the dialog contained in the plays.
Although 45% of the IEMOCAP corpus corresponds to sponta-
neous sessions, the vocabulary size (2864) is two times larger
than the vocabulary size of the scripted sessions (1489).

Figure 2 shows the histogram with the number of words per
turn for the spontaneous and scripted sessions. For compari-
son purpose, the figure also shows the statistics for two well-
known spontaneous (neutral) speech corpora: Switchboard-1
Telephone Speech, and Fisher English Training speech. No-
tice that these corpora were recorded from telephone conversa-
tions (not face-to-face interaction). Both the scripted and spon-
taneous elicitations in the IEMOCAP data show similar patterns
as in these spontaneous telephony speech corpora. The scripted
sessions tend to have longer utterances. In contrast, more than
20% of the spontaneous sessions contain only one word. The
most frequently of these words were yeah, okay, what, and right
which are commonly used as a back channel. Notice that these
words are also among the most frequently words in the refer-
ences Switchboard/Fisher corpora, when the turns contain only
one word.

3.2. Disfluencies and overlapped speech

To estimate the disfluencies in the corpus, a naı̈ve approach was
implemented to find obvious repetitions in the transcripts. In
addition, fillers (uh, um, etc.), discourse markers (you know,
well, etc.) and explicit editing terms (I mean, sorry, etc.) were
also automatically detected. Other types of disfluencies were
not considered since they required more detailed human anno-
tation (e.g., restart, repair). The same code was used to esti-
mate the disfluencies in the Switchboard-I and Fisher corpora.
Table 1 presents the percentage of the turns with disfluencies
for the different emotion types. Notice that the emotional cate-
gories disgust, fear and surprise were not included in the figure
since only few turns were labeled with these emotional cate-
gories (Fig. 4). Given the complexity of detecting disfluen-
cies automatically, these results need to be considered only as a
rough approximation of the true values (notice that even human
raters disagree in labeling disfluencies). On average, 44% of
the turns in spontaneous sessions present some type of disflu-
encies (only 30% for scripted sessions). During improvisation,

Table 1: Percentage of the turns that present some type of dis-
fluencies in the corpus.

All Fillers Discourse Editing Repetition
disf. marker term

Scripted sessions
All 30.05% 7.42% 14.33% 4.43% 8.60%
Neutral 30.15% 4.94% 23.00% 2.39% 3.92%
Anger 30.38% 8.00% 10.09% 2.83% 13.28%
Happiness 31.37% 11.76% 9.80% 5.88% 7.52%
Sadness 23.74% 1.68% 11.55% 8.61% 7.56%
Frustration 31.92% 5.84% 14.30% 4.92% 11.56%
Excited 44.71% 20.63% 16.14% 5.03% 15.08%

Spontaneous sessions
All 44.00% 13.40% 20.94% 10.41% 13.84%
Neutral 52.96% 19.78% 28.44% 13.67% 13.95%
Anger 32.29% 4.86% 12.50% 6.94% 13.54%
Happiness 49.29% 21.99% 24.11% 8.87% 14.18%
Sadness 39.21% 5.77% 21.91% 12.36% 12.69%
Frustration 42.05% 6.71% 17.15% 12.71% 17.46%
Excited 43.52% 18.22% 18.52% 6.78% 12.05%

References
Fisher 54.43% 30.45% 22.38% 4.13% 15.58%
Switchboard-I 42.79% 28.40% 16.18% 1.90% 12.92%
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Figure 3: Percentage of overlapped speech in the corpus.

the actors seem to use more disfluencies. Notice that the ref-
erenced speech Switchboard/Fisher corpora present even more
disfluencies.

To study the percentage of overlapped speech in the corpus,
we use the results from automatic forced alignment. The word
boundaries of the segmented turns were projected to the dialog
for each actor. Then, the percentage of overlapping speech was
estimated for the scripted and spontaneous sessions. Figure 3
presents the results with respect to emotional categories. While
the percentage of overlapped speech for the scripted sessions is
on average lower than 5%, the value for spontaneous sessions is
approximately 15%. This level of overlapping is similar to the
level observed in spontaneous small group discussions (meet-
ings) [9]. The figure also shows the strong emotional depen-
dency in the overlapping rate (e.g., sadness versus anger).

3.3. Emotional content
As mentioned in Section 2, the emotional content of the IEMO-
CAP database has been marked by human subjective assess-
ments. An interesting result from this evaluation is that the
inter-evaluator agreement of the emotional categories, mea-
sured with the Kappa statistic, is higher for the spontaneous
sessions (κ = 0.34) than for scripted sessions (κ = 0.20). In
fact, 83.1% of the spontaneous turns were assigned an emo-
tional label based on majority vote. However, in only 66.9%
of the scripted turns the evaluators reached agreement. While
the spontaneous sessions were designed to target a specific
emotional category, the scripted sessions include progressive



Table 2: Confusion matrices from subjective emotional percep-
tual assessments. Ground truth defined by majority vote.

Neu Hap Sad Ang Fru Exc Oth

Scripted sessions
Neutral 69.2 2.4 3.8 1.2 17.2 4.8 1.5
Happiness 8.3 69.1 1.6 0.0 1.6 17.7 1.8
Sadness 7.8 2.3 73.4 1.4 10.4 1.2 3.6
Anger 1.3 0.1 0.8 76.7 16.1 0.3 4.7
Frustration 5.8 0.2 3.6 13.6 72.2 0.8 3.9
Excited 5.9 12.9 0.3 0.1 4.1 74.1 2.6

Spontaneous sessions
Neutral 76.3 1.8 2.5 1.3 11.4 5.3 1.3
Happiness 9.0 70.4 0.0 0.0 0.3 18.8 1.4
Sadness 7.3 0.3 80.0 1.7 6.6 0.3 3.8
Anger 0.5 0.0 0.4 74.7 21.2 0.2 2.9
Frustration 8.2 0.1 3.5 9.4 75.1 0.5 3.3
Excited 2.9 18.0 0.0 0.0 0.1 76.1 2.9
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Figure 4: Categorical emotion content of the IEMOCAP corpus.

changes from one emotional state to another (as dictated by the
narrative content of the script). As a result, the scripted dialog
approach, within a session, typically elicits a wider spectrum
of emotional content. Thus, the boundaries between emotional
categories become closer, decreasing the inter-evaluator agree-
ment. This is especially clear in the transition turns in which
the emotional state of the actors change from one emotion to
another. Table 2 supports this observation. This table shows
the confusion matrices between emotional categories for the
scripted and spontaneous sessions obtained from the subjective
evaluation when the emotional labels (majority vote) are con-
sidered as ground truth. Although the confusion between a pair
of emotions is consistent across these elicitation techniques, the
accuracy for spontaneous sessions is higher than in scripted ses-
sions.

Figures 4 and 5 show the emotional content of the corpus.
Figure 4 gives the distribution of the emotional categories in
which the evaluators reached agreement (majority vote). For the
targeted emotions, the results indicate that spontaneous sessions
are more balanced than for scripted sessions. In fact, in this
corpus, it was significantly simpler to select the spontaneous
scenarios than the scripts with a balanced emotional content.
Notice that the actors play a key role in the interpretation of the
emotions conveyed in the text, so the designer loses some of the
direct control (even when a director guides the recording).

Figure 5 gives the distribution of the VAD scores in each di-
mension. To compensate for inter-evaluator variation, z normal-
ization was used. The results correspond to the portion of the
database that has already been evaluated along valence and ac-
tivation dimensions (85.5% of the sessions). Figure 6 combines
the categorical and attribute-based evaluation. In this figure, the
mean vector and covariance matrix for the valence and activa-
tion scores are estimated for each emotional category. Then, an
ellipsoid defining confidence region at 50% is plotted. This fig-
ure shows that the emotions for scripted sessions (dashed line)
are shifted toward the center of the valence-activation coordi-
nate system (0,0). This result indicates that the emotions dis-
played during spontaneous sessions are more intense than the
ones displayed during scripted sessions, and therefore, they are

easier to recognize. While the actors concentrate on remem-
bering the scripts, there is a risk that they may overlook the
expression of emotions.
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Figure 5: Attribute-based emotional evaluation. Valence
[negative-possitive], activation [clam-excited] and dominance
[weak-strong].
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Figure 6: Clustering of emotional categories in terms of the
valence and activation attributes. The results are presented for
the spontaneous (solid line), and scripted session (dashed line).

From these results, while we are able to compare the two
elicitation techniques, we are however not able to conclude
which technique induces closer realizations of real-life emo-
tions. Perceptual experiments to assess the naturalness of the
emotional displays are needed to illuminate that question.

3.4. Facial expression
The activity of the facial markers was also studied to analyze
whether the facial expression presents differences when the two
elicitation techniques are used. After reconstructing the mark-
ers’ trajectories, the facial markers were modified to compen-
sate for the rotation and translation of the head. The result-
ing trajectories correspond only to facial movements (details are
given in [4]).

For each marker, the facial activity was quantified by mea-
suring the displacement coefficient. This value is defined as the
average Euclidean distance between the marker trajectory, and
its mean vector (at sentence-level). Figure 7 presents a graph-
ical representation of the average results across all emotional
categories by assigning darker colors to the facial regions closer
to the markers with higher displacement coefficients. This fig-
ure suggests that the gross facial activity measure is similar for

(a) Scripted sessions (b) Spontaneous sessions
Figure 7: Average facial displacement in the face during speech.
Darker areas represent higher facial activity.



Table 3: Average facial displacement (fo-Forehead, le-Left eye,
re-Right eye, lc-Left cheek, rc-Right cheek, na-Nasolabial, and
ch-Chin.)

Face fo le re lc rc na ch

Scripted sessions
All 1.58 0.95 1.22 1.26 1.09 1.13 1.63 3.82
Neutral 1.28 0.71 0.98 1.00 0.86 0.89 1.25 3.26
Anger 1.90 1.11 1.35 1.42 1.29 1.36 2.04 4.74
Happiness 1.69 0.98 1.26 1.30 1.24 1.30 1.77 4.03
Sadness 1.40 0.83 1.18 1.19 0.93 0.95 1.34 3.37
Frustration 1.53 0.94 1.19 1.25 1.04 1.08 1.52 3.66
Excited 1.97 1.33 1.53 1.64 1.39 1.42 2.10 4.41

Spontaneous sessions
All 1.53 0.88 1.11 1.17 1.05 1.09 1.57 3.86
Neutral 1.32 0.70 0.89 0.94 0.90 0.94 1.36 3.51
Anger 1.89 1.10 1.35 1.47 1.23 1.30 2.05 4.82
Happiness 1.61 0.94 1.17 1.16 1.14 1.18 1.69 3.99
Sadness 1.27 0.76 1.00 1.06 0.89 0.91 1.21 3.02
Frustration 1.55 0.88 1.15 1.18 1.02 1.07 1.55 3.95
Excited 1.74 1.01 1.26 1.34 1.21 1.25 1.79 4.34

spontaneous and scripted sessions. However, there are small but
significant differences between them. Table 3 presents the av-
erage displacement coefficient in terms of emotional categories
and facial regions, which are estimated by grouping the facial
markers into seven areas: forehead (fo), left eye (le), right eye
(re), left cheek (lc), right cheek (rc), nasolabial (na), and chin
(ch). The motivation behind this particular face subdivision is
based on the kinematics and symmetry of the face [10]. The
table suggests that spontaneous sessions have higher displace-
ment coefficient than scripted sessions.

A matched pairs test between the means reported in Ta-
ble 3 was performed to measure whether the average displace-
ment coefficient in each facial area for spontaneous and scripted
sessions are statistically significant. The test reveals that the
mean displacement for all facial areas excepting the nasolabial
(na), and chin (ch) regions are significantly higher for sponta-
neous sessions (df = 6, p < 0.05). This result also supports
the claim that spontaneous sessions produce more intense emo-
tions. Notice that the upper and middle face regions, in which
the differences are significant, are less constrained by articula-
tory goals, and therefore, can be simultaneously manipulated by
the speaker to express other information such as emotions [11].

4. Discussion and conclusions
The main advantage of using improvisation of hypothetical sce-
narios to elicit emotions is that the resulting corpus is similar
to natural speech in many aspects such as disfluencies, over-
lapped speech, and turn-taking statistics. Furthermore, the sce-
narios can be easily designed to achieve a more emotionally
balanced corpus with higher vocabulary dimension. However,
high levels of overlapped speech and disfluencies directly affect
some of the pre-processing steps in the analysis of the corpus
(e.g., estimation of speech features). In fact, in recent analy-
ses of spontaneous speech, the turns with overlapped speech
have been usually discarded, such as due to difficulties in do-
ing pitch measurements. Another downside of spontaneous ses-
sions is that it requires experienced actors willing to cooperate
with each other.

Scripted sessions have the advantage that the lexical con-
tent is fixed beforehand. Therefore, the corpus can be analyzed
in terms of the (known, defined) underlying lexical structure.
Also, the low level of overlapped speech simplifies the post
analysis steps. One drawback of this elicitation technique is
that remembering the dialogs may affect the emotional quality
conveyed by the actors. However, the use of experienced actors,
and rehearsal sessions should mitigate this problem.

One important aspect considered in this paper is the emo-
tional content of the corpus produced by spontaneous and

scripted sessions. The results suggest that spontaneous sessions
seem to elicit more intense emotions. This observation may
explain the higher inter-evaluator agreement reached in sponta-
neous turns. Therefore, listeners can better recognize different
emotional categories. On the other hand, the emotional bound-
aries in scripted sessions are more ambiguous. While this issue
is challenging for analysis, it may better represent the emotions
observed in real-life scenarios. However, at this point we cannot
completely answer which techniques provide closer realizations
of the emotions observed in real-life situations. As mentioned
in Section 3.3, human perceptual experiments to assess the natu-
ralness of the corpus can be conducted to address this question.
Also, a speaker-dependent microanalysis of the facial expres-
sion may provide further evidence about the goodness of each
elicitation technique. These are topics for future work.

The scripted and spontaneous recordings are only two of
the approaches that capitalize, up to some extent, the richness
of theatrical performance. We are planning to systematically an-
alyze different acting styles, ranging from fully predetermined
(everything is scripted) to fully undetermined (everything is im-
provised). Our ultimate goal in this direction is to identify better
recording methodologies that resemble the emotions observed
in real-life scenarios.
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