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Abstract

Research on human emotional behavior, and the development of automatic emotion recognition and animation systems, rely heavily on
appropriate audio-visual databases of expressive human speech, language, gestures and postures. The use of actors to record emotional
databases has been a popular approach in the study of emotions. Recently, this method has been criticized since the emotional content
expressed by the actors seems to differ from the emotions observed in real-life scenarios. However, a deeper look at the current settings
used in the recording of the existing corpora reveals that a key problem may not be the use of actors itself, but the ad-hoc elicitation
method used in the recording. This paper discusses the main limitations of the current settings used in collecting acted emotional
databases, and suggests guidelines for the design of new corpora recorded from actors that may reduce the gap observed between the
laboratory condition and real-life applications. As a case study, the paper discusses the interactive emotional dyadic motion capture
database (IEMOCAP), recently recorded at the University of Southern California (USC), which inspired the suggested guidelines.

1. Introduction

Humans use intricate orchestrations of vocal and visual
modes to encode and convey intent and emotions (Busso et
al., 2007b; Cowie and Cornelius, 2003; Ekman and Rosen-
berg, 1997). The expressive elements in the production and
perception of voice, spoken language and non-verbal ges-
tures are central to human communication. Understanding
and utilizing these expressive emotional elements, hence, is
key to facilitating any creative human experience, whether
for learning or entertainment.

One of the major challenges in the study of emotion expres-
sion is the lack of databases with genuine interaction that
comprise integrated information from the relevant commu-
nicative channels (e.g., speech, facial expression, and body
posture). Human capabilities in creating expressive emo-
tional experiences through acting provide opportunities to
tackle the problem in a systematic and controlled fashion
that is impossible or impractical to do with mere obser-
vational or post hoc analyses of human interaction data.
Unfortunately, the current approaches used to record and
post-process the emotional data obtained from actors are
less than ideal to generate material that are closer to the
emotions observed in real-life scenarios. The use of naive
speakers or inexperienced actors, the lack of contextual-
ization, and the inadequate emotional descriptors are some
of the main limitations found in the design of the existing
emotional corpora.

The present paper considers the role of acting as a viable
research methodology for studying human emotions, not-
ing both the inherent limitations and the advantages the
approach provides. This paper discusses some guidelines
with the aim of designing emotional databases from ac-
tors that will closely represent the emotions observed in
real-life scenarios. These guidelines, which are inspired by
the lessons learned from our recent experience of recording
the interactive emotional dyadic motion capture database
(IEMOCAP) at USC, emphasizes the importance of us-
ing trained actors involved in their roles during interaction,
rather than recording monologues or short sentences. Like-

wise, we highlight the importance of contextualization to
collect genuine databases. We hope that the new generation
of databases recorded from actors will decrease the discrep-
ancy observed between laboratory and real-life conditions.
The paper is organized as follows. Section 2. presents the
related work. It discusses some of the problems found in
existing emotional databases. Section 3. provides sugges-
tions that can be used to obtain more genuine emotional
databases recorded from actors. As a case study, Sec-
tion 4. describes the design, collection and evaluation of
the IEMOCAP database, in which the suggested guidelines
were followed. Finally, Section 5. gives the final remarks
and our future directions.

2. Background

Acting and actors have played a key role in the study of
emotions. Douglas-Cowie et al. reviewed some of the ex-
isting emotional databases, and concluded that in most of
the corpora the subjects were asked to simulate (“act”) spe-
cific emotions (Douglas-Cowie et al., 2003). In most of
these cases, naive speakers or actors without experience
were asked to read short utterances or dialogs with few
turns, without proper contextualization, which plays a cru-
cial role in how we perceive (Cauldwell, 2000) and express
emotions (Douglas-Cowie et al., 2005).

While desirable from the viewpoint of providing controlled
elicitation, the use of actors under the current experimen-
tal settings has discarded important information observed
in real-life scenarios (Douglas-Cowie et al., 2005). As a re-
sult, the performance of emotion recognition significantly
degrades when automatic recognition models developed us-
ing such databases are used in real-life applications (Bat-
liner et al., 2000; Grimm et al., 2007), where a blend of
emotions is observed (Douglas-Cowie et al., 2005; Cowie
et al., 2005). Differences between spontaneous (“real””) and
simulated (“acted”) display of emotions have been studied
in previous work. For example, Ekman discussed that there
are certain facial action movements that subjects cannot
voluntarily display when they are not experiencing certain



emotions (e.g., enjoyment, anger, fear and sadness) (Ek-
man, 1993). Efforts in this direction have focused on ana-
lyzing differences between real and acted smiles (Cohn and
Schmidt, 2004) and eyebrow actions (Valstar et al., 2006).
As a result, the research community has recently shifted to
other sources of emotional databases, neglecting acting and
creative arts as a viable means for studying emotions.
Examples of the most successful efforts to collect natural
new emotional databases to date have been based on broad-
casted television programs (Belfast naturalistic database,
VAM, EmoTV) (Douglas-Cowie et al., 2003; Grimm et al.,
2007; Abrilian et al., 2005), recordings in situ (lost lug-
gage) (Scherer and Ceschi, 1997), asking subjects to recall
emotional experiences (Amir et al., 2000), inducing emo-
tion with a Wizard of Oz approach (SmartKom) (Schiel et
al., 2002), using games specially designed to emotionally
engage the users (EmoTaboo) (Zara et al., 2007), and induc-
ing emotion through carefully designed human-machine
interaction (SAL) (Cowie et al., 2005; Caridakis et al.,
2006). However, these approaches have core limitations
such as ethical issues (e.g., inducing emotions), or copy-
right problems that prevent the wide distribution of the cor-
pora (Cowie et al., 2005). They are also constrained to spe-
cific domains. Furthermore, these techniques lack control
over the microphone and camera locations, and the lexical
and emotional content. In addition, some of the recordings
have noisy visual and/or acoustic backgrounds and incom-
plete information from modalities (only some human com-
municative channels are recorded). In contrast, recording
databases from actors offers the flexibility to control every
aforementioned aspect.

We believe that the main problems of existing databases
recorded from actors may not be the use of actors itself but
the methodologies and materials used to record the existing
corpora, which can be made more systematized. For ex-
ample, different acting styles and methods can be utilized
to enable systematic and consistent elicitation (Enos and
Hirschberg, 2006). The connection with real-life (“non-
acted”) scenarios still needs to be clearly established. Fur-
thermore, important aspects of human interaction such as
the cognition and multimodal aspects in human interaction,
largely ignored thus far, need to be carefully considered in
the design of the emotional databases. When some of these
aspects are included in the design of a corpus, high qual-
ity databases from actors can be recorded (Binziger and
Scherer, 2007). On the other hand, even under these limi-
tations, it is not clear whether (and which of) these differ-
ences are clearly perceptively distinguished. For example,
Schroder et al. reported results on perceptive experiments
for induced (“real”) and simulated amusement (Schroder
et al., 1998). Human evaluators were asked to classify
the stimuli between real and acted emotions. The results
showed an average accuracy of 58%. Although the perfor-
mance was over chance, the low accuracy suggests that the
task was non-trivial. Human raters were not able to accu-
rately distinguish between real and simulated emotions.

It is in this context that we pose the following question:
Can specific acting methods be used to mitigate the limita-
tions of recording emotional data from actors? The cre-
ative art forms of human acting exemplify the most en-

riched forms of expressive human communication. These
skills have evolved over centuries, and across cultures, pro-
viding insight into how humans use their communication
instruments to create and induce specific emotional per-
cepts in others, especially in controlled and deliberate ways.
The fields of theater to the contemporary cinematic arts
have well-established theories and methods of pedagogy
and practice of expressive communication although largely
descriptive and non-quantitative offering a fertile ground
for allowing research on expressive human behavior in sys-
tematic ways.

3. Guidelines to record databases from
actors

The guidelines presented in this section were learned from
our experience in the design, collection and evaluation of
the IEMOCAP database. The main goal for this corpus was
to record realistic interaction between subjects in which the
emotions were naturally induced in a dialog context. We
also needed to acquire detailed visual information to cap-
ture the nonverbal behavior by using motion capture tech-
nology. Under these requirements, the use of actors was the
most suitable choice.

Some of the important requirements that need to be care-
fully considered in the design of the corpus are the actor se-
lection, material selection, acting styles to be used, modal-
ities to be included, and types of audiovisual sensors. The
next subsections discuss some of these guidelines.

3.1. Contextualization and social setting

One of the limitations in many of the existing emotional
databases is that they contain only isolated sentences or di-
alogs (Douglas-Cowie et al., 2003). These settings remove
the discourse context, which is known to be an important
component for emotion (Cauldwell, 2000). As a result, this
approach challenges the actors, who have to face this task,
which completely differ from the methodologies and tech-
niques that they have been trained. Furthermore, actors are
asked to read the material, which is known to differ from
spontaneous speech production. Under these settings, it is
not surprising that there is a gap between the expressions in
such databases and the emotions observed in real scenarios.
Instead of monologues and short sentences, the database
should contain natural dialogues, in which the emotions are
suitably and naturally elicited. Furthermore, the average
duration of the dialogues should be long enough to con-
textualize the signs and flow of emotions (e.g., one minute
(Douglas-Cowie et al., 2003)). The semantic context of the
material should be congruent with the intended emotion,
to avoid adding extra difficulties to the actors. The social
setting is also important; having interaction between two
or more actors is hypothesized to generate more authentic
emotions (Douglas-Cowie et al., 2003).

One special experimental case is when the same sentences
need to be spoken expressing different emotional cate-
gories. This case is important when the goal is to com-
pare neutral versus emotional materials in terms of linguis-
tic units (Busso and Narayanan, 2006). In this case, seman-
tically neutral sentences need to be designed such that they
can be adequately contextualized according to the intended
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Figure 1: Acting continuum — from Fully predetermined to
fully undetermined.

emotion. One approach is to record the target sentences
embedded in short stories (Martin et al., 2006). For exam-
ple, for the target sentence “that dress came from Asia”,
the following contexts could be used: sadness - the subject
misses her native land; happiness - the subject receives a
gift, anger - the dress was stolen.

3.2. Acting styles

The recording of the database should be as controlled as
possible in terms of emotional and linguistic content. The
use of specific acting methods and styles can be used to pro-
vide a systematic way to control aspects of the expressive
communication forms.

Theater theory and practice, over the past several centuries,
has been systematized through the work of several scholars
resulting in well-known acting systems: notable examples
include those of Laban, Delsarte, and Stanislavsky. It is
important to investigate creativity at several points along
the spectrum between fully pre-specified activity and fully
improvised activity. As discussed in Section 4., acting tech-
niques ranging from fully scripted to fully improvised can
be used to balance the tradeoff between controllability and
naturalness. The two most common genres of theatre are
the conventional, scripted approach where dialogue and
some instructions to actors are provided a priori, and im-
prov in which actors are required to create much of the
performance within a set of relaxed constraints (Fig. 1).
While the use of scripts provides a way of constraining
the semantic and emotional content of the corpus, impro-
visation gives the actors a considerable amount of freedom
in their emotional expression. These two types of acting
provide alternatives that the emotional research community
should take advantage of when collecting databases (Enos
and Hirschberg, 2006).

3.3. Trained actors

Unlike naive speakers, skilled actors engaged in their role
during interpersonal drama may provide a more natural rep-
resentation of the emotions, avoiding exaggeration or cari-
cature of emotions (Douglas-Cowie et al., 2003). Impor-
tantly, as the subjects display facial expressions that are
closer to genuine emotions, they may start feeling the emo-
tion, as suggested by Ekman (Ekman, 1993).

Our experiences with actors indicate that rehearsing the ma-
terial in advance under the supervision of an experienced
professional helps to increase the emotional quality of the
data. As the actors get familiar with the material (e.g.,

scripts) and with their colleagues, they will be more con-
fident during the recording.

3.4. Emotional descriptors

One of the most important aspects in the post-processing of
the data is defining the emotional description that is con-
veyed in the data. Defining this ground reference is im-
portant since the boundaries between descriptors is usually
blurred. The most common techniques to describe the emo-
tional content of a database are discrete (category based)
and continuous (primitive based) representation of the emo-
tions. In the discrete emotional representation, categorical
labels such as happiness, anger and sadness are used in a
time sequence fashion. This approach has been widely used
in previous work in describing human emotions. In con-
trast, the continuous emotional representation is based on
primitive attributes. This is an alternative approach to de-
scribe the emotional content of an utterance, in which the
sentences are described in terms of attributes such as va-
lence, activation (or arousal), and dominance (Cowie and
Cornelius, 2003). This approach, which has recently in-
creased popularity in the research community, provides a
more general description of the affective states of the sub-
jects in a continuous space. Likewise, it is also useful
for analyzing emotion expression variability. Both types
of emotional descriptions provide complementary insights
about how people display emotions. Adopting either of
these schemes will depend on the research questions that
will be studied.

In most of the previous emotional corpus collections, the
subjects were asked to read a sentence, expressing a given
emotion, which is later used as the emotional label. A
drawback of this approach is that it is not guaranteed that
the recorded utterances reflect the target emotions. Addi-
tionally, a given display can elicit different emotional per-
cepts. To avoid these problems, the emotional description
should rely on perceptual human evaluation collected from
as many evaluators as possible (>3).

Subjective evaluations are expensive and, therefore, need
to be suitably designed in advance (running pilot tests
is highly suggested). When categorical description is
adopted, a critical aspect is the emotional classes included
in the evaluation. On the one hand, if the number of emo-
tions is too extensive, the agreement between evaluators
will be low (which is an inherent problem of emotional
subjectivity). Ad-hoc solutions such as clustering similar
emotional categories after the perceptive evaluation should
be avoided, since the emotional partition will most proba-
bly differ from the one obtained with the new labels. On
the other hand, if the list of emotions is limited, the emo-
tional description of the utterances will be poor and likely
less accurate.

Another important aspect is the order in which the mate-
rial will be presented. We suggest presenting the material
in order (i.e., not in isolated fashion), so that the evalua-
tors can judge the emotional content based on the sequential
development of the dialogs. Likewise, all available modal-
ities should be presented, so the evaluators can use all their
senses to assess the emotion. Finally, long and tedious sub-
jective evaluations should be avoided.



Figure 2: VICON motion capture system with 8 cameras,
and an actress showing the markers on the face and head-
band.

4. A case study: The USC IEMOCAP
corpus

As a case study, we recently collected an audiovi-
sual database, we refer to as the interactive emotional
dyadic motion capture database IEMOCAP) (Busso et al.,
2007a). This is an extensive corpus with over twelve hours
of data comprising multimodal information. This corpus
was designed, collected and evaluated following the guide-
lines suggested in Section 3.. This section briefly describes
this multimodal corpus.

4.1. Designing the corpus

This database was collected from seven professional actors
and three senior students (5 female and 5 male) from the
Drama Department at USC. These experienced actors were
recorded in dyadic sessions to facilitate a social setting suit-
able for natural interaction (Sec. 3.1.).

In contrast to providing material that an actor reads under
the target emotional condition, the two approaches men-
tioned in Section 3.2. were selected: the use of plays
(scripted sessions), and improvisation-based hypothetical
scenarios (spontaneous sessions). The first approach is
based on a set of scripts that the subjects were asked to
memorize and rehearse. In the second approach, the sub-
jects were asked to improvise based on hypothetical sce-
narios that were designed to elicit specific emotions (hap-
piness, anger, sadness, frustration and neutral states). These
recording settings are familiar to the actors since they were
trained to memorize and improvise scripts (Sec. 3.3.).

4.2. Data collection

To capture non-verbal behavior of the subjects, markers
were attached to their face, head and hands, which provide
detailed information about their facial expression and hand
movements. To track those markers, a VICON motion cap-
ture system with 8 cameras was used (Fig. 2). Due to equip-
ment constraints, only one of the subjects’ movements were
captured at a time. Then, the markers were placed on the
other subject and the material was recorded again.

4.3. Evaluation

After the data were recorded, the dialogs were manually
segmented at the dialog turn level. The emotional categori-
cal labels in this corpus were assigned based on agreements
derived from subjective emotional evaluations (3 evaluators
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Figure 3: ANVIL annotation tool used for emotion evalu-
ation. The tool is set for categorical and primitive based
evaluation.

per sentence). For the aforementioned purpose, the anno-
tation of video and spoken language tool ANVIL (Kipp,
2001) was used (Fig. 3). This tool is particularly useful to
jointly annotate verbal and nonverbal behaviors observed
from the actors. The evaluators were asked to sequentially
assess the turns, after watching the videos. Thus, the acous-
tic and visual channels, and the previous turns in the dia-
log were available for the emotional assessment, so that the
evaluators could judge the emotional content based on the
sequential development of the dialogs (Sec. 3.4.). For the
evaluation, the emotional categories surprise, fear, disgust,
excited, and other were also included. While categorical
description is already evaluated, we are currently assessing
the database in terms of the primitive attributes to have a
more complete emotional description.

Majority voting was used to tag the sentences with the emo-
tional categories. Under this criterion, 74.6% of the sen-
tences were assigned one emotional category (spontaneous
sessions: 83.1%; scripted session: 66.9%). For the sen-
tences in which the evaluators reached agreement, the re-
sulting Fleiss kappa statistic was k= 0.40 (spontaneous ses-
sions: k = 0.43; scripted session: x = 0.36). These levels
of agreement, which are considered as fair/moderate agree-
ment, are expected since people have different perception
and interpretation of the emotions. They also show the dif-
ficulties in the assignment of emotional labels. Interest-
ingly, the results reveal that for the spontaneous sessions
the levels of inter-evaluator agreement are higher than in
the scripted sessions. While spontaneous sessions were de-
signed to target specific emotions, portions of the scripted
sessions elicited a wider range of emotion categories, in-
creasing the confusion between evaluators.

Figure 4 shows the emotional content of the database. For
the target emotions (happiness, anger, sadness, frustration
and neutral states), the figure indicates that a balanced emo-
tional content was obtained which validates the proposed
design. Notice that for scripted sessions, the emotional la-
bels are less balanced than for spontaneous sessions. From
a design viewpoint, these results suggest that improvisation
may be preferred if a balanced corpus with higher agree-
ment level is required.
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Figure 4: Distribution of the data for each emotional cate-
gory.

5. Conclusions

This paper described guidelines with the aim of designing
controlled emotional databases from actors that are closer
to the emotions observed in real-life scenarios. Based on
the limitations of current settings used in the recording of
existing corpora, we discussed the importance of contextu-
alization, the use of skilled actors, the use of different acting
styles and suitable emotional descriptors.

As a case study, the paper presented the IEMOCAP
database. Based on the settings used to elicit the emo-
tions and the achieved results, we consider that the emo-
tional quality of this database is closer to natural than those
from prior elicitation settings. The quality of this database
suggests that genuine realization of the emotions can be
recorded from actors when the settings are carefully de-
signed.

While this methodology was a significant step forward in
the use of actors in emotions in research, it did not exploit
or control for the nature of the expressive behavior such as
through specific acting styles or the nature of improvisa-
tion. Further analysis is needed to identify the recording
methodologies that will aid emotional recording from ac-
tors that resemble real emotions observed in daily human
interaction. In fact, acting methods such as the one pro-
posed by Stanislavsky (Carnicke, 1998), in which the actors
are encouraged to feel their characters, could be exploited
to capture realistic realization of the emotions. These are
some of the goals of our future work.
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