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Abstract
It has been shown that large gains in speech intelligibility can
be obtained by using the binary mask approach which retains
the time-frequency (T-F) units of the mixture signal that are
stronger than the interfering noise (masker) (i.e., SNR>0 dB),
and removes the T-F units where the interfering noise domi-
nates. In this paper, we introduce a new binary mask for improv-
ing speech intelligibility based on noise distortion constraints.
A binary mask is designed to retain noise overestimated T-F
units while discarding noise underestimated T-F units. Listen-
ing tests were conducted to evaluate the new binary mask in
terms of intelligibility. Results from the listening tests indicated
that large gains in intelligibility can be achieved by the applica-
tion of the proposed binary mask to noise-corrupted speech even
at extremely low SNR levels (-10 dB).

Index Terms: speech intelligibility, noise estimation, speech
enhancement

1. Introduction
Though large advances have been made in the development of
enhancement algorithms that can suppress background noise
and improve speech quality, considerably smaller progress has
been made in designing algorithms that can improve speech in-
telligibility [1]. Recent studies with normal-hearing listeners
have reported large gains in speech intelligibility using the ideal
binary mask technique [2, 3]. The binary mask was designed to
retain the time-frequency (T-F) regions where the target speech
dominates the masker (noise) (e.g., local SNR >0 dB) and re-
move T-F units where the masker dominates (e.g., local SNR <
0 dB). In our previous work [4], we demonstrated the potential
of the binary mask technique to improve speech intelligibility
when the mask was estimated using a binary Bayesian classi-
fier.

The ideal binary mask is based on the SNR criterion for
retaining or discarding T-F units. A different mask can alterna-
tively be constructed by imposing constraints on the two types
of speech distortion that can be introduced by the gain (sup-
pression) function [5]. When the gain function is applied to
the noisy spectrum, the resulting (magnitude) spectral ampli-
tudes could be smaller than the true spectral amplitudes, hence,
attenuation distortion is introduced, or could be larger, hence
amplification distortion is introduced. The listening studies in
[5] showed that of the two distortions, the amplification dis-
tortion (in excess of 6 dB) was most detrimental to speech in-
telligibility. Enhanced speech containing only attenuation dis-
tortion was found to be substantially more intelligible than the
noisy speech. To construct speech containing only attenuation
(or amplification) distortion a binary mask had to be applied to
the enhanced spectrum.

In this paper, we propose a new binary mask for improving
speech intelligibility by extending the idea examined in [5] to
noise spectrum estimation. By examining the effects of noise-
spectrum over- or under-estimation, one can construct a new bi-
nary mask. The experiments reported in this paper examine the
individual contributions of the distortions introduced by noise
spectrum overestimation or underestimation to speech intelligi-
bility. This is important since many existing noise-estimation
algorithms under-estimate the noise power-spectrum density
(psd). The minimum-statistics algorithm [6], for instance, is
based on tracking the minimum of short-term psd estimate in
individual sub-bands, and as such the minimum noise psd es-
timate is a biased estimate of the mean psd. To evaluate the
proposed noise-based binary mask, intelligibility listening tests
are conducted with normal-hearing listeners. The results of the
listening tests indicated that the proposed binary mask tech-
nique can improve substantially speech intelligibility even for
sentences corrupted by background noise at SNR levels as low
as -10 dB SNR.

2. Binary mask criterion based on noise
constraints

In this section, we describe the new binary mask based on noise
constraints. The new time-frequency mask is constructed by
imposing constraints on the noise spectrum estimate, and is ap-
plied to the enhanced spectrum.

2.1. Estimation of speech and noise magnitude spectra

Fig. 1 shows the block diagram of the steps involved in the con-
struction of the proposed binary mask. Noisy sentences were
first segmented into 20-ms frames, with 50% overlap between
adjacent frames. Each speech frame was Hann-windowed and
a 500-point (corresponding to 20-ms for the sampling rate of
25 kHz) discrete Fourier transform (DFT) is computed. The
estimate of the speech magnitude spectrum is obtained by mul-
tiplying the magnitude of the observed noisy spectrum, denoted
as Y (k, t), with a gain function as follows:

X̂(k, t) = G(k, t) · Y (k, t) (1)

where G(k, t) denotes the gain function, and X̂(k, t) denotes
the estimate of the clean speech (magnitude) spectrum at time
frame t and frequency bin k. In this paper, we use a conven-
tional Wiener algorithm as a gain function [7]. The Wiener al-
gorithm was chosen as it is easy to implement, requires little
computation and has been shown by [8, 9] to be equally ef-
fective, in terms of speech quality and intelligibility, as other
more sophisticated noise-reduction algorithms. The (square-
root) Wiener gain function is calculated based on the following
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Figure 1: Block diagram of the procedure used for constructing the proposed binary mask based on noise constraints.

equation:

G(k, t) =

√
SNRprio(k, t)

1 + SNRprio(k, t)
(2)

where SNRprio is the a priori SNR estimated using the fol-
lowing recursive equation [10]:

SNRprio(k, t) = α · X̂2(k, t− 1)

λ̂D(k, t− 1)

+ (1− α) ·max

[
Y 2(k, t)

λ̂D(k, t)
− 1, 0

]
(3)

where α = 0.98 is a smoothing constant and λ̂D is the esti-
mate of the background noise variance. The noise estimation
algorithm proposed in [11] was used for estimating the noise

variance λ̂D in Eq. 3. Similar to Eq. 1, the estimate of the noise

spectral magnitude D̂(k, t) is obtained as follows:

D̂(k, t) = GD(k, t) · Y (k, t) (4)

where GD is the noise-equivalent Wiener gain function com-
puted as [12]:

GD(k, t) =

√
1

1 + SNRprio(k, t)
. (5)

2.2. Construction of binary mask

Following the computation of the estimated noise magnitude

spectrum, D̂(k, t), the binary mask is constructed by limit-
ing (and controlling) the distortions introduced by the errors
in estimating the noise magnitude spectrum. In particular, if

D̂(k, t) > D(k, t) it is denoted as noise overestimation distor-

tion, and if D̂(k, t) < D(k, t) it is denoted as noise underes-
timation distortion. In general, processed speech will contain
both. In order to assess the effect of noise overestimation dis-
tortion alone or underestimation distortion alone on speech in-
telligibility, we imposed noise overestimation/underestimation
constraints on the estimated speech spectral magnitude.

More precisely, the estimate of the noise magnitude spec-

trum D̂(k, t) was first compared against the true noise magni-
tude spectrum D(k, t) for each time-frequency (T-F) unit (k,t),

and T-F units satisfying the constraint were retained, while T-F
units violating the constraints were zeroed out. For the imple-
mentation of the noise overestimation constraint, for instance,
the modified magnitude spectrum X̂M (k, t), was computed as
follows:

X̂M (k, t) =

{
X̂(k, t) if D̂(k, t) > D(k, t)
0 else

. (6)

Following the above selection of T-F units, an inverse DFT

was applied to the modified spectrum X̂M (k, t) using the phase
of the noisy speech spectrum. The overlap-and-add technique
was finally used to synthesize the noise-suppressed signal con-
taining noise-overestimation distortion only. A similar proce-
dure was taken to synthesize noise-suppressed signals contain-
ing noise-underestimation distortion only.

Fig. 2 shows example spectrograms of signals synthesized
using the proposed binary mask based on noise overestimation
constraints. The clean signal (panel a) was corrupted by babble
at -5 dB SNR (panel b). The corrupted signal was filtered by the
Wiener algorithm and is shown in panel c. The synthesized sig-
nal based on the overestimation constraint is shown in panel d.
Although we see some attenuation distortion in the synthesized
signal (panel d), it is clear that the voiced/unvoiced boundaries
are more evident and the formants are for the most part pre-
served. Intelligibility listening tests were conducted next to val-
idate the proposed binary mask.

3. Intelligibility listening tests
3.1. Methods and procedure

Listening tests were conducted to assess the intelligibility of
speech processed using the proposed binary mask based on the
two noise constraints. The sentences were taken from the IEEE
database [13]. The IEEE sentences are phonetically balanced
with relatively low word-context predictability and organized
into lists of 10 sentences each. All sentence lists were designed
to be equally intelligible, thereby allowing us to assess speech
intelligibility in different conditions without being concerned
that a particular list is more intelligible than another. The sen-
tences were recorded at a sampling rate of 25 kHz by one male
speaker in a sound-proof booth using Tucker Davis Technolo-
gies (TDT) recording equipment. The recordings are available
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Figure 2: Wideband spectrograms of the clean signal (panel
a), corrupted signal (babble, SNR=-5 dB) (panel b), Wiener-
processed signal (panel c), and binary masked signal with
noise overestimation constraints applied to the enhanced sig-
nal (panel d).

from [1]. Noisy speech was generated by adding babble noise
at -10, -5, and 0 dB SNRs. The babble noise was produced by
20 talkers with equal number of female and male talkers.

In order to assess the full potential on speech intelligibility
when the proposed binary mask is applied, we assumed knowl-
edge of the true noise spectral magnitude D(k, t). Thus, the
binary mask was determined by comparing the true noise spec-
tral magnitude D(k, t) against the estimate of the noise magni-

tude D̂(k, t). In practice, the binary mask can be estimated us-
ing model-based classification or non-parametric decision rules
(e.g., [4]).

Ten normal-hearing listeners were recruited for the listen-
ing experiments. They were all native speakers of American
English, and were paid for their participation. The listeners par-
ticipated in a total of 12 conditions (=3 SNR levels (-10, -5, 0
dB)× 4 processing conditions). The four processing conditions
included speech processed using the Wiener algorithm with the

noise overestimation mask (D̂ > D) and noise underestimation
mask (D̂ < D), Wiener-processed speech without constraints,
and the noise-corrupted (unprocessed) stimuli. The listening
tests were conducted in a sound-proof room and stimuli were
played to the listeners monaurally through Sennheiser HD 485
circumaural headphones at a comfortable listening level. The
listening level was controlled by each individual but was fixed
throughout the test for each subject. Prior to the sentence test,
each subject listened to a set of noise-corrupted sentences to get
familiar with the testing procedure. Two lists (20 sentences)
were used per condition and none of the sentences were re-
peated across conditions. The order of the conditions was ran-
domized across subjects. Listeners were asked to write down
the words they heard, and intelligibility performance was as-
sessed by counting the number of words identified correctly.
The whole listening test lasted for about 2 hrs. Five-minute
breaks were given to the subjects every 30 minute intervals.
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Figure 3: Mean intelligibility scores as a function of SNR level
and type of noise-estimation distortion. The bars labeled as
“UN” show the scores obtained with noise-corrupted (unpro-
cessed) stimuli, while the bars labeled as “Wiener” show the
baseline scores obtained with the Wiener algorithm (no mask
applied). The intelligibility scores obtained with the proposed
noise-overestimation mask (D̂ > D) and noise underestimation
mask (D̂ < D) applied to the enhanced spectra are also shown.
Error bars indicate standard errors of the mean.

3.2. Results and Discussion

Fig. 3 shows the results, expressed in terms of the mean per-
centage of words identified correctly, by normal-hearing listen-
ers. The bars indicated as “UN” show the scores obtained with
noise-corrupted (un-processed) stimuli. As shown in Fig. 3,
performance improved dramatically when the proposed binary

mask (D̂ > D) was applied. Performance at -10, -5, and 0 dB
SNRs improved from near 0%, 21% and 65% with un-processed
stimuli to 92%, 94% and 98% correct respectively when the pro-
posed mask was applied. In contrast, performance degraded to
near zero when the mask with noise underestimation constraints
was applied. It is clear from Fig. 3 that the proposed noise-
based binary mask performed as well as the known binary mask
that uses the SNR selection criterion [2, 3].

To better understand the benefit of the proposed binary
mask with noise overestimation constraints, we plotted the SNR
histograms of all frequency bins falling in the noise underes-
timated and overestimated regions (see top panel of Fig. 4).
It is clear from these histograms that the SNR of the noise-
underestimated frequency bins are for the most part negative,
thus explaining the poor performance (near 0% correct) ob-
tained with the noise under-estimated mask. In contrast, the
SNRs of the noise-overestimated frequency bins are more favor-
able and are distributed across both positive and negative SNR
regions.

We further examined the estimated gain functions of the
noise-overestimated and noise-underestimated frequency bins
(Fig. 4). All data in Fig. 4 were obtained using twenty sentences
corrupted by babble at -5 dB SNR. The middle and lower pan-
els in Fig. 4 show the averaged gain functions plotted against
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Figure 4: Top panel shows histogram of SNRs for T-F units
falling in noise-underestimated region and noise-overestimated
region (top panel). Middle and bottom panels show true and
averaged estimated Wiener gain for the noise-underestimated
region (middle) and noise-overestimated region (bottom).

the true SNR values. The true Wiener gain function is indi-
cated in dashed lines and is plotted for comparative purposes.
As shown in the middle panel, when the noise spectrum is un-
derestimated, the estimated gain function overestimates the true
Wiener gain function at negative SNR levels. This suggests that
frequency bins that should otherwise be discarded (since their
SNR<0 dB) are retained. In contrast, when the noise spec-
trum is over-estimated (bottom panel) the estimated gain func-
tion is in good agreement with the true Wiener gain function,
at least for negative SNR levels. At positive SNR levels, the
gain function is underestimated thereby introducing some at-
tenuation distortion to the speech signal. This limited distortion,
however, did not seem to impair speech intelligibility (see Fig.
3). In brief, from Fig. 4 we can conclude that the overestima-
tion of the gain function at low SNR levels (< 0 dB) is harmful
to speech intelligibility as it introduces noise-masked frequency
bins.

4. Conclusions
A new binary mask was proposed for improving speech in-
telligibility. The proposed mask retains noise overestimated
T-F units and removes noise underestimated T-F units. The
proposed binary mask was evaluated using listening tests with
normal-hearing listeners and the results demonstrated signifi-
cant improvements in intelligibility even at extremely low SNR
levels (-10 dB). The present study demonstrated that the com-
monly used binary mask based on the SNR criterion [3, 14] is
not the only mask that can improve speech intelligibility. Bi-
nary masks based on either signal spectrum constraints [5] or
noise constraints (present work) can also yield substantial gains

in intelligibility.
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