On the number of channels needed to understand speech
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Recent studies have shown that high levels of speech understanding could be achieved when the speech spectrum was divided into four channels and then reconstructed as a sum of four noise bands or sine waves with frequencies equal to the center frequencies of the channels. In these studies speech understanding was assessed using sentences produced by a single male talker. The aim of experiment 1 was to assess the number of channels necessary for a high level of speech understanding when sentences were produced by multiple talkers. In experiment 1, sentences produced by 135 different talkers were processed through \( n \) \((2 \leq n \leq 16)\) number of channels, synthesized as a sum of \( n \) sine waves with frequencies equal to the center frequencies of the filters, and presented to normal-hearing listeners for identification. A minimum of five channels was needed to achieve a high level (90%) of speech understanding. Asymptotic performance was achieved with eight channels, at least for the speech material used in this study. The outcome of experiment 1 demonstrated that the number of channels needed to reach asymptotic performance varies as a function of the recognition task and/or need for listeners to attend to fine phonetic detail. In experiment 2, sentences were processed through 6 and 16 channels and quantized into a small number of steps. The purpose of this experiment was to investigate whether listeners use across-channel differences in amplitude to code frequency information, particularly when speech is processed through a small number of channels. For sentences processed through six channels there was a significant reduction in speech understanding when the spectral amplitudes were quantized into a small number (<8) of steps. High levels (92%) of speech understanding were maintained for sentences processed through 16 channels and quantized into only 2 steps. The findings of experiment 2 suggest an inverse relationship between the importance of spectral amplitude resolution (number of steps) and spectral resolution (number of channels). © 1999 Acoustical Society of America. [S0001-4966(99)01810-X]

PACS numbers: 43.72.Ar, 43.71.Es [JMH]

INTRODUCTION

Dudley (1939) provided one of the earliest demonstrations that speech understanding does not require a highly detailed spectral representation of the speech signal. After bandpass filtering the speech signal into ten spectral bands, Dudley (1939) estimated the envelopes of the bandpassed waveforms using rectification and low-pass filtering (20-Hz cutoff). Speech was synthesized by filtering an excitation signal (either buzz or hiss) through the same bandpass filters, and amplitude modulating the outputs of the filters by the envelopes of the bandpassed waveforms. The resulting speech was highly intelligible. Dudley (1939) concluded that much of the information in the speech spectrum is redundant. The channel vocoder approach, pioneered by Dudley, was later exploited for efficient transmission of speech over telephone channels (see review by Schroeder, 1966; Flanagan, 1972).

In the 1950s, researchers at Haskins Laboratories used a 50-component sine wave synthesizer to investigate the minimal cues necessary for the recognition of speech. Investigators showed that speech could be recognized with a high degree of accuracy when sine waves specifying only the first two or three formants of the signal were presented (e.g., Delattre et al., 1952). In these experiments as few as four or six sine wave components (out of 50) were sufficient to create intelligible speech, if the sine wave components specified harmonics at or near the formant frequencies of the signal. Remez et al. (1981), elaborating on earlier work on syllable recognition by Cutting (1974) and Bailey et al. (1976), carried the minimal cues approach to one extreme by replacing the rich harmonic structure of speech with only three sine waves at the formant frequencies of the consonants and vowels in the words of sentences. Most listeners were able to identify the words with high accuracy.

The aforementioned studies, and many others (e.g., Hill et al., 1968), provide overwhelming evidence that speech recognition does not require the fine spectral detail present in naturally produced utterances. This fortunate circumstance has proved essential in restoring speech understanding to deaf individuals fitted with cochlear implants, because it is not currently possible to provide fine spectral detail to im-
plant patients. However, in the context of signal processing for cochlear implants, it is still unclear as to how little or how much spectral detail is necessary to allow speech understanding at a high level.

In the work cited above, high levels of speech understanding were obtained if signals were filtered into a reasonably large number of frequency bands and/or a small number of sine waves were output at or near the formant frequencies. Such a strategy is implemented in one of the two current signal processing strategies used for cochlear implants (McDermott et al., 1992; Loizou, 1998). The other signal processing strategy used for cochlear implants divides the speech spectrum into a small number of bands, 4 to 12 depending on the device, and, instead of picking high amplitude channels, transmits the energy in all of the bands. This strategy is the focus of this article. At issue is how many channels of stimulation are necessary to achieve a high level of speech understanding in quiet.

Shannon et al. (1995) showed that high levels of speech understanding (e.g., 90% correct for sentences) could be achieved using as few as four spectral bands. In Shannon et al. (1995) envelopes of the speech signal were extracted from a small number (1–4) of frequency bands, and used to modulate noise of the same bandwidth. The noise-modulated bands preserved the temporal cues within each band but modulate noise of the same bandwidth. The noise-modulated bands were obtained if signals were filtered into a reasonable number of sine waves rather than noise bands. As in Shannon et al. (1995), sentence recognition using four channels was found to be 90% correct.

In Shannon et al. (1995) and Dorman et al. (1997) speech understanding was assessed using sentences produced by a single male speaker. It is very likely that the use of a single speaker overestimates the speech perception abilities of listeners in real-world situations because the use of a single speaker eliminates the need for listeners to accommodate to variability in the acoustic signal (e.g., Mullenix et al., 1989; Sommers et al., 1997). Variability in the acoustic signal arises from differences in the size and shape of vocal tracts, differences in phonetic realization (e.g., pronunciation), and differences in speaking rate. The aim of experiment 1 was to determine the number of channels of stimulation necessary to allow a high level of sentence understanding when speech was produced by 135 talkers, half of whom were female.

The aim of experiment 2 was to assess the intelligibility of speech processed through 6 and 16 channels and quantized into a small number of steps. The purpose of this experiment was to assess the importance of amplitude resolution for speech understanding when signals are processed into a relatively small, and a relatively large, number of channels. Our hypothesis was that a relatively high degree of amplitude resolution is a necessary condition for speech understanding when signals are processed into a small number of channels because, with a small number of channels, listeners must use differences in signal levels across channels to infer the location of formant frequencies (Dorman et al., 1997; Loizou et al., 1998). In contrast, when speech is processed into a large number of channels, a high level of spectral amplitude resolution is not necessary because the location of frequencies in the input spectrum are well specified by the channels which contain energy. The outcome of experiment 2 is of interest because a recent experiment by Nelson et al. (1996) with cochlear implant subjects showed that the total number of discriminable intensity steps varied from a low of 6 to a high of 45. If a high degree of amplitude resolution is necessary for frequency analysis when speech is processed into a small number of channels, then it is possible that speech perception in some cochlear implant subjects is constrained by a limited ability to resolve differences in signal level across channels.

I. EXPERIMENT 1

A. Method

1. Subjects

Nine graduate students from the Applied Science Department, UALR, served as subjects. All of the subjects were native speakers of American English and had normal hearing. The subjects were paid for their participation.

2. Sentence material

The multi-talker TIMIT database (Garofolo et al., 1993) was used for testing. The TIMIT database contains speech from 630 speakers, representing 8 major dialect divisions of American English, each speaking 10 phonetically rich sentences. Some of the sentences were designed to provide a good coverage of pairs of phones with extra occurrences of difficult phonetic contexts and some of the sentences were designed to maximize the variety of allophonic contexts (Lamel et al., 1986).

A total of 135 sentences were randomly selected from the TIMIT database from the DR3 (north midland) dialect region. The sentences were produced by an equal number of female and male speakers—one sentence per speaker. The 135 sentences were divided into 9 lists (1 list per channel condition), with 15 sentences in each list. Fifteen sentences were used for the first channel condition, 15 different sentences were used for the second channel condition, etc. There were eight sentences spoken by eight different male speakers and seven sentences spoken by seven different female speakers within each list. Each sentence contained, on the average, 7 words, and the 15 sentences in each list contained, on the average, a total of 100 words. Each subject listened to a total of 135 sentences (=15 sentences/condition×9 channel conditions).

3. Signal processing

Signals were first processed through a pre-emphasis filter (2000-Hz cutoff), with a 3-dB/octave rolloff, and then bandpassed into n frequency bands \( n = 2, 3, 4, 5, 6, 8, 10, 12, 16 \) using sixth-order Butterworth filters. Logarithmic filter spacing was used for \( n < 8 \) and mel spacing\(^1\) was used for \( n \geq 8 \). Logarithmic and semi-logarithmic (mel) filter spacing was used because: (1) the filter bandwidths can be computed systematically; and (2) it is the type of filter spacing used in current cochlear implant devices (e.g., Zierhofer et al., 1994; Loizou, 1998).

---

\(^1\) mel spacing refers to the spacing between frequency bands that is approximately equal to the number of milliseconds per band.
The center frequencies and the 3-dB bandwidths of the filters are given in Tables I and II, respectively. The envelope of the signal was extracted by full-wave rectification, and low-pass filtering (second-order Butterworth with a 400-Hz cutoff frequency). Sinusoids were generated with amplitudes equal to the root-mean-square (rms) energy of the envelopes computed every 4 ms and frequencies equal to the center frequencies of the bandpass filters. The phases of the sinusoids were estimated from the FFT of the speech segment (McAulay and Quatieri, 1986). The sinusoids of each band were finally summed and the level of the synthesized speech segment was adjusted to have the same rms value as the original speech segment.

4. Procedure

The experiment was performed on a PC equipped with a Creative Labs SoundBlaster 16 soundcard. The subjects listened to the sentences via closed ear-cushion headphones at a comfortable level set by the subject. A graphical interface was used that allowed the subjects to type the words they heard. After listening to each sentence, subjects were asked to type in as many words as they could understand.

Before each channel condition, subjects were given a practice session with examples of ten sentences processed through the same number of channels in that condition. None of the sentences used in the practice was used in the test. A sequential test order, starting with sentences processed through a large number of channels \((n = 16)\) and continuing to sentences processed through a small number of channels \((n = 2)\), was employed. We chose this sequential test design to give the subjects time to adapt to listening to the altered speech signals. There is no doubt a “warm-up” effect when listening to sine wave speech of any kind.

B. Results and discussion

The subject’s responses were scored as percentage of words correct. The results are shown in Fig. 1. A repeated measures analysis of variance indicated a main effect \(F(8,64) = 261.94, p < 0.0001\) for number of channels. Post hoc tests according to Scheffe showed no statistically significant differences in scores when the number of channels was increased beyond eight. There was a significant difference \((p = 0.001)\) between the scores obtained with six and eight channels. There was no significant difference between the scores obtained with five and six channels. Speech recognition performance with four channels was 63% correct. This score was significantly lower than the score \((90\%)\) reported by Shannon et al. (1995) and the score \((90\%)\) reported by Dorman et al. (1997) using sentences from the H.I.N.T. database produced by a single male talker. This outcome, as well as others, demonstrates that the number of channels necessary to reach asymptotic performance varies as a function of the task and/or need for a listener to attend to acoustic/phonetic detail.

In our study, the task was recognition of speech produced by multiple speakers. Four channels did not seem to be sufficient for achieving high level of sentence understanding. To see why consider, in Fig. 2(a), the channel spectrum of the vowel [ɛ] (“head”), spoken by a male talker, and

<table>
<thead>
<tr>
<th>Channel</th>
</tr>
</thead>
<tbody>
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</tr>
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</tr>
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</tr>
<tr>
<td>6</td>
</tr>
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<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>16</td>
</tr>
</tbody>
</table>

TABLE I. The center frequencies (Hz) of the filters.

<table>
<thead>
<tr>
<th>No. of Channels</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>792</td>
<td>3392</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>545</td>
<td>1438</td>
<td>3793</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>460</td>
<td>953</td>
<td>1971</td>
<td>4078</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>418</td>
<td>748</td>
<td>1339</td>
<td>2396</td>
<td>4287</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>393</td>
<td>639</td>
<td>1037</td>
<td>1685</td>
<td>2736</td>
<td>4444</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>394</td>
<td>692</td>
<td>1064</td>
<td>1528</td>
<td>2109</td>
<td>2834</td>
<td>3740</td>
<td>4871</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>322</td>
<td>546</td>
<td>814</td>
<td>1137</td>
<td>1524</td>
<td>1988</td>
<td>2545</td>
<td>3213</td>
<td>4014</td>
<td>4976</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>274</td>
<td>453</td>
<td>662</td>
<td>905</td>
<td>1190</td>
<td>1521</td>
<td>1908</td>
<td>2359</td>
<td>2885</td>
<td>3499</td>
<td>4215</td>
<td>5050</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>216</td>
<td>343</td>
<td>486</td>
<td>647</td>
<td>828</td>
<td>1031</td>
<td>1260</td>
<td>1518</td>
<td>1808</td>
<td>2134</td>
<td>2501</td>
<td>2914</td>
<td>3378</td>
<td>3901</td>
<td>4489</td>
<td>5150</td>
</tr>
</tbody>
</table>

TABLE II. The 3-dB bandwidths (Hz) of the filters.
processed through four channels. Four channels are sufficient to code the frequency of $F_1$ and $F_2$. The $F_1$ of [ε] is coded by a high-amplitude in channel one, and a low-amplitude in channel two. The $F_2$ of [ε] is coded by a high amplitude in channel three, and a low amplitude in channels two and four. Now, consider the four-channel spectrum [Fig. 2(b)] of the vowel [ε] produced by a female talker. In this case, four channels are not sufficient for coding $F_2$ information, since channel three is no longer a peak in the spectrum. Figure 2(c) and 2(d) shows the channel spectra of the same vowels processed through five channels. The $F_2$ information is coded adequately for both male and female vowels. The $F_2$ is coded by a high amplitude in channel four, and a low amplitude in channels three and five [see Fig. 2(c)]. Most generally, four-channel processors use two channels (channels three and four) for coding $F_2$ and the other high-frequency information needed for consonant recognition, while five-channel processors use three channels (channels three, four, and five). Overall, our results suggest that a minimum of three channels is needed to code $F_2$ and/or high-frequency information for multi-talker speech recognition.

It is possible that four channels might yield higher levels of speech understanding if the filter spacing were optimized. Shannon et al. (1998) showed that there was a significant difference in sentence recognition scores as a function of three filter spacings (linear, logarithmic, and intermediate) of a four-channel processor. This filter optimization, however, can only be tailored for a particular speaker, e.g., a particular female or male, and is therefore not practical for real-world situations where multiple talkers must be accommodated.

Although five channels achieved high levels (>90%) of intelligibility, asymptotic performance was not achieved until eight channels were used. Increasing the number of channels beyond eight did not improve speech intelligibility, but did improve the subjective quality of speech. The finding that eight channels are needed to reach asymptotic performance is consistent with the study by Dorman et al. (1997) who showed that eight channels were needed to reach asymptote for multi-talker vowel recognition.

Training (i.e., practice) is a factor that needs to be taken into account when interpreting the above results, since the normal-hearing listeners were not accustomed to listening to speech containing limited spectral/temporal information. The order of the test conditions was purposely confounded with the amount of experience in listening to the altered speech signals because it was felt that giving listeners additional practice before encountering signals with the least spectral information would maximize performance in the most difficult listening situations.

II. EXPERIMENT 2

Experiment 1 showed that a high level (90%) of intelligibility can be achieved using processors with five or more channels of stimulation. This finding is surprising given that the processors did not track or follow formant frequencies, like the pattern playback or the Remez et al. sine wave synthesizer. In the Remez et al. synthesizer, for instance, three sine waves trace out three formant frequencies in each update cycle. In contrast, the processors used in experiment 1 generated sine waves in each cycle (4 ms) at fixed frequencies (Table I). The only parameter that varied from cycle to cycle was the amplitudes of the sine waves. The frequencies of the sine waves coincided with the formant frequencies of speech only by chance and only rarely. This circumstance raises the question, “How is information coded in the frequency domain with processors that do not track formant frequencies?” As pointed out by Dorman et al. (1997), the relative differences in across-channel amplitudes must be used to code frequency information. On this view, if amplitude resolution were to be distorted, then speech recognition ought to decline. This hypothesis was tested in experiment 2 where the channel amplitudes of a six-channel processor were quantized to a finite number (2, 4, 8, 16) of steps. At issue was how many discriminable steps are needed to maintain high levels of speech intelligibility when speech is processed through a small number of channels. The answer to that question is of interest because it could provide some insight into whether the speech perception abilities of some cochlear implant patients are limited by electrode dynamic range or the number of discriminable intensity steps within the dynamic range (Nelson et al., 1998).

It is reasonable to expect that the number of steps used to code amplitude information within a channel will be less important when speech is processed through a large number of channels than when processed through a small number of
channels. This is because in the case of a large number of channels, signal frequency will be indicated by the channel or channels with significant energy. To test this hypothesis we processed speech through 16 channels, and quantized the channel amplitudes into 2–16 steps. At issue was whether the same number of steps are needed to maintain high levels of speech intelligibility for speech processed through a large number (16) of channels and through a small number (6) of channels.

A. Method

1. Subjects

The same subjects as in experiment 1 were used.

2. Sentence material

One hundred and fifty new sentences from the TIMIT database, produced by an equal number of female and male speakers, were randomly selected. Seventy-five sentences were used for the 6-channel processor and 75 sentences for the 16-channel processor. The 75 sentences used in each experiment were divided into five lists with 15 sentences in each list—one list was used for each of the four quantized conditions \( (Q=2,4,8,16) \), and one list was used for the unquantized condition. The subjects listened to a total of 150 sentences, 75 sentences processed through 6 channels, and 75 sentences processed through 16 channels.

3. Quantization and signal processing

The envelope dynamic range of speech processed through a finite number of channels differs from channel to channel. For that reason, different quantization step sizes are needed for each channel. We first determined the amplitude dynamic range of each channel by computing envelope histograms of 100 TIMIT sentences. [The TIMIT sentences were scaled so that all sentences had the same peak amplitude.] The maximum envelope amplitude in each channel, denoted as \( X_{\text{max}}^i \) where \( i \) is the channel number, was chosen to include 99% of all amplitude counts in that channel. The minimum envelope amplitude \( (X_{\text{min}}^i) \) was set 0.5 dB above the rms value of the noise floor. The \( X_{\text{max}}^i \) and \( X_{\text{min}}^i \) values were then used to estimate the quantization step size, \( \Delta i \), of each channel as follows:

\[
\Delta i = \frac{X_{\text{max}}^i - X_{\text{min}}^i}{Q-1} \quad i = 1,2,\ldots,N,
\]

where \( Q \) is the number of quantization levels or steps, and \( N \) is the number of channels (6 or 16 in our case). Note that each channel had a different value for \( X_{\text{max}}^i \) and \( X_{\text{min}}^i \) since the envelope dynamic range of each channel was different. Consequently, the step sizes \( \Delta i \) were different in each channel.

The quantized version of the six-channel sine wave processor was implemented as follows. Six envelope amplitudes were computed as before by pre-emphasizing the signal, bandpass filtering the signal into six logarithmic frequency bands (Table I), full-wave rectifying the bandpassed waveforms, and low-pass filtering (400 Hz) the rectified waveforms. The envelope amplitudes were then uniformly quantized to \( Q \) discrete levels \( (Q=2,4,8,16) \). Sine waves were generated with amplitudes equal to the quantized envelope amplitudes, and frequencies equal to the center frequencies of the bandpass filters. The phases of the sinusoids were estimated from the FFT of the speech segment (McAulay and Quatieri, 1986). The sinusoids of each band were finally summed and the level of the synthesized speech segment was adjusted to have the same rms value as the original speech segment.

The quantized version of the 16-channel sine wave processor was implemented as follows. Sixteen envelope amplitudes were computed as before by pre-emphasizing the signal, bandpass filtering the signal into 16 frequency bands (Table I), full-wave rectifying the bandpassed waveforms, and low-pass filtering (400 Hz) the rectified waveforms. Of the 16 envelopes computed, the six envelopes with the largest amplitude were selected in each 4-ms cycle.\(^3\) The six selected envelope amplitudes were then uniformly quantized to \( Q \) discrete levels \( (Q=2,4,8,16) \). Sine waves were generated with amplitudes equal to the quantized envelope amplitudes, and frequencies equal to the center frequencies of the selected bandpass filters. The phases of the sinusoids were estimated from the FFT of the speech segment. The sinusoids of the six selected bands were finally summed and the level of the synthesized speech segment was adjusted to have the same rms value as the original speech segment.

4. Procedure

The experiment was run in two independent 1 1/2-h sessions. In the first session, the listeners were presented with a list of 75 sentences processed through the 6-channel processor, 60 quantized sentences (15 for each of the 4 conditions) and 15 unquantized sentences. In the second session, the listeners were presented with a list of 75 sentences processed through the 16-channel processor, 60 quantized sentences (15 for each of the 4 conditions) and 15 unquantized sentences. The quantized and the unquantized sentences, in both experiments, were completely randomized. A practice session preceded each test session, in which the listeners were presented with ten examples of sentences from each quantized condition. None of the sentences used in the practice session were used in the test session.

B. Results and discussion

The results for the 6- and 16-channel processors are shown in Fig. 3. A repeated measures analysis of variance on the data for the six-channel processor indicated a main effect \( [F(4,32)=112.54, \ p<0.0001] \) for the number of quantization steps. The mean scores were 41% correct for the 2-step condition, 52% correct for the 4-step condition, 80% correct for the 8-step condition, 83% correct for the 16-step condition, and 92% correct for the unquantized condition. Post hoc tests indicated that 4 steps allowed better performance than 2, 8 allowed better performance than 4 steps, 8 and 12 steps produced scores which did not differ, and the unquantized signal allowed better scores than the signal processed into 16 steps. Relatively high levels of intelligibility were achieved using 8 levels (mean score=80% correct) and 16
levels (mean score = 83% correct). These results are similar to the results found with early-model ten-channel vocoders (David, 1956), e.g., 82% correct with six levels of intensity quantization.

A repeated measures analysis of variance on the data for the 16-channel processor indicated a main effect [\(F(4.32) = 7.67, p < 0.0001\)] for the number of quantization steps. Post hoc tests according to Scheffe showed that there was a significant difference (\(p = 0.002\)) between the scores obtained with two and four steps, 92% correct and 96% correct, respectively. There was no statistically significant difference between the scores obtained with four steps and greater number of steps. Thus two steps were sufficient for achieving a high level (92%) of performance. This outcome is consistent with the findings of Driullman et al. (1995) that reported nearly perfect intelligibility when speech was processed through 24 1/2-octave bands, and the amplitude envelopes were quantized into two levels. Our results and those of Driullman et al. (1995) suggest that poor amplitude resolution (defined in terms of the number of steps) does not have a large effect on intelligibility when speech is processed through a large number of channels.

In contrast, when speech was processed into a small number (six) of channels, performance was poor (<55% correct) when the number of levels was smaller than eight. This outcome can be accounted for by the view that that listeners must rely on relative amplitude differences across channels to infer frequency information when speech is processed into a small number of channels. If amplitude differences are distorted, then recognition accuracy will suffer. On this view, cochlear implant patients who are able to use only a few channels of stimulation, and who are able to discriminate only a small number of intensity differences on each channel (Nelson et al., 1996), should find speech recognition relatively difficult.

III. GENERAL DISCUSSION

A. Number of channels

The results in experiment 1 showed that five channels are needed to achieve high levels of sentence understanding and eight channels are needed to reach asymptotic performance. The task at hand was recognition of TIMIT sentences produced by multiple speakers. It is very likely that the number of channels needed to reach asymptotic performance as well as the shape of the performance–channels function will depend on the speech material and whether listeners will be required to rely on phonetic detail. A different asymptote would be expected, for instance, if the task were nonsense-syllable recognition since the listeners will need to attend to fine acoustic/phonetic detail in order to understand what was being said. The results of experiment 1 do not support a general conclusion that eight channels are needed for all types of speech material, but rather for recognition of syntactically well-formed and meaningful sentences produced by multiple speakers.

Other factors that could affect the number of channels needed to achieve a high level of sentence intelligibility include speaking rate, speaking style (conversational versus clear) and background noise. Higher speaking rates are often associated with reduced sentence understanding, and speaking clearly is associated with improved sentence understanding in noise for normal-hearing listeners (Tolhurst, 1955) and improved sentence understanding in quiet for hearing impaired listeners (Picheny et al., 1985). Both speaking style and speaking rate deserve further study in the context of the number of channels necessary for speech understanding. Speech understanding in noise has been studied by Dorman et al. (1998) and by Fu et al. (1998). More channels are needed in noise than in quiet to achieve high levels of speech understanding.

B. Number of steps and number of channels

The findings obtained in experiment 2 with the 6- and 16-channel-processors suggest an inverse relationship between the importance of spectral amplitude resolution and spectral resolution (defined in terms of the number of spectral channels available). Two levels of amplitude resolution were sufficient for nearly perfect intelligibility (92%) when speech was processed through 16 channels. However, eight or more levels were needed for high intelligibility when speech was processed through six channels. We have only investigated the effect of quantization on two extreme cases, i.e., a small number of channels and a large number of channels. Further studies are needed to complete our understanding of the effects of spectral amplitude resolution and spectral resolution on speech understanding.

IV. CONCLUSIONS

These studies have provided yet another demonstration that speech understanding does not require a detailed spectral representation of the speech signal. In experiment 1 we found that five channels of fixed frequency stimulation allowed 90% identification accuracy for sentences produced by multiple speakers. Asymptotic performance was achieved with eight channels. In experiment 2 we found that the number of levels used to code spectral amplitude information has a significant effect on speech understanding. If speech is processed into a large number of channels, two levels of ampli-
plitude resolution are sufficient to achieve a high level of speech understanding. However, when speech is processed into a small number of channels, eight or more levels are necessary. Thus the number of channels of stimulation and the resolution of amplitude information within those channels trade off in determining the level of speech understanding allowed by signal processors which reduce the speech signal to a relatively small number of fixed-frequency channels.
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1For $n \geq 8$, the filter bandwidths were computed according to the equation: $1100 \log(7800+1)$, where $f$ indicates the frequency in Hz. This is similar to the technical mel scale of Fant (1973), which is a variant of the critical band scale. As shown in Table II, the channel filter bandwidths, for $n \geq 8$, are approximately 1/4 of an octave wide, which is roughly the bandwidth of the critical band. Logarithmic spacing was used for $n < 8$ to conform with the spacing used in current cochlear implant devices (e.g., Zierhofer et al., 1994).

2The phases of the sinusoids were computed from the FFT of the speech segment as follows. Let $\phi(k)$ be the phases of the FFT of a (4-ms) speech segment. The phases $\theta(j)$ of the $N$ sinusoids, $N$ being the number of channels, were set equal to the phases of the FFT spectrum evaluated at frequencies closest to the center frequencies of the bandpass filters, i.e.,

$$\theta(j) = \phi\left(\frac{f_j}{4}\right)\left[1 + \frac{r}{\lceil f_j \rceil}\right], \quad j = 1, 2, ..., N,$$

where $f_j$ is the center frequency (Hz) of the $j$th bandpass filter (Table I), $r$ is the FFT resolution ($r = $ sampling frequency/FFT length) in Hz, and $\lceil \cdot \rceil$ denotes the nearest integer. Due to the limited FFT resolution, the above equation only provides a rough estimate of the underlying sinewave phases. This estimate seems to be sufficient in our case, however, since we are only concerned with speech intelligibility rather than speech quality (see McAulay and Quatieri, 1995, for a discussion on alternative sinewave phase representations).

3This spectral-maximum implementation was chosen to mimic the signal processing used in the Nucleus 22 cochlear implant processor (McDermott et al., 1992). In this processor, speech is processed through 16 channels, and the 6-channel amplitudes with the largest energy are selected in each cycle for electrostimulation.


